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Abstract. The subject of this paper is the analysis of error estimates of the combined finite
volume–finite element (FV–FE) method for the numerical solution of a scalar nonlinear conservation
law equation with a diffusion term. Nonlinear convective terms are approximated with the aid of
a monotone finite volume scheme considered over the finite volume mesh dual to a triangular grid,
whereas the diffusion term is discretized by piecewise linear conforming triangular finite elements.
Under the assumption that the exact solution possesses some regularity properties and the trian-
gulations are of a weakly acute type, with the aid of the discrete maximum principle and a priori
estimates, error estimates of the method are proved.
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1. Introduction. Convection-diffusion processes appear in many areas of sci-
ence and technology; e.g., fluid dynamics, heat and mass transfer, hydrology, and en-
vironmental protection. This is the reason that the numerical solution of convection-
diffusion problems attracts a number of specialists. From an extensive literature
devoted to linear problems let us mention the papers [1], [2], [3], [4], [7], [20], [23],
[32], [34], [35], [40], [41], [42], and [43], monographs [22], [33], and [36], and the ref-
erences therein. One approach to the solution of nonlinear problems can be found in
[22, Chap. 5].

In the theory of weak solutions for partial differential equations in divergence form
there are two roughly equivalent formulations in common use, namely, the functional
formulations involving integration against smooth test functions versus the finite vol-
ume type over arbitrary control volumes. The former corresponds to energy methods
and leads naturally to FE discretizations for elliptic and parabolic, i.e., diffusive,
problems. The latter corresponds in a natural way to the physical formulation of the
basic laws of conservation of mass, momentum, and energy in fluid mechanics leading
directly to the well-known FV methods. However, it is not mandatory to adhere to
these paths of discretization in their respective regimes of common use. The finite
(control) volume method is known as the box method for elliptic problems [21], the
finite element method is, on the other hand, applied to convection [23]. Often, the
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control volume approach is used in the framework of the FE methods for obtaining
upwinding (see, e.g., [3], [4], [34], [37]). The FV upwind flux vector splitting schemes
using numerical flux and based on the approximate solution of the Riemann problem
represent a powerful tool for the numerical solution of nonlinear conservation laws,
including the Euler equations describing inviscid flow (see, e.g., [27] or [11, Chap. 7]
and the references therein).

In the work reported here we investigate the approach by trying to have the best
of both worlds, i.e., the combination of finite volumes for inviscid conservation laws
with finite elements for the diffusion. Our main goal is to develop a robust theoret-
ically based numerical method for the solution of viscous compressible flow applied
on unstructured meshes. In [13] we proposed numerical schemes for the solution of
viscous gas flow based on the combination of the FV method for the discretization
of inviscid convective terms and the FE method applied to the approximation of vis-
cous terms. The numerical computations for the system of compressible viscous flow
[15], [12], [6] have demonstrated that the combined FV–FE method is feasible and
produces numerical results which are very promising. Unfortunately, the state of the
art of theoretical analysis of these equations does not allow for a numerical analysis
of the full problem. As is commonly done, we have to make a compromise by con-
sidering a simplified model which contains, as much as possible, of the flavor of the
original problem while also allowing a numerical analysis. We confine our considera-
tions to a scalar nonlinear conservation law equation with a diffusion term, which is
the simplest prototype of the Navier–Stokes system describing viscous compressible
flow. Nonetheless, numerical analysis for appropriate model problems such as this do
enhance the confidence with which the method is applied to realistic flows.

In [14], the convergence of a combined FV–FE scheme was investigated. Here we
will be concerned with the continuation of results from [14]. We will present the anal-
ysis of error estimates of the combined FV–FE scheme applied to an initial-boundary
value problem for a scalar nonlinear conservation law equation with a diffusion term.
The nonlinear convective terms are discretized by a monotone finite volume scheme
on the barycentric finite volume mesh dual to a triangular grid of weakly acute type,
whereas the diffusion term is approximated with the aid of conforming piecewise lin-
ear finite elements. With the use of results from [14], under some assumptions on the
regularity of the exact solution of the continuous problem, we prove error estimates
of the method.

The basic tools used in the investigation of error estimates to be presented here are
the discrete maximum principle and a priori estimates of approximate solutions. The
discrete maximum principle, implying the L∞-estimate, is necessary for the control
of nonlinear fluxes, since no growth conditions are imposed on them. That is why the
analysis requires the use of triangulations of a weakly acute type. (It would also be
possible to start from a Delaunay–Voronoi pair.) Moreover, for the estimate of the
FV error in nonlinear inviscid fluxes, the inverse assumption is necessary. Both of
these assumptions are quite common in a number of works, where numerical methods
preserving the inverse monotonicity of the continuous problem are treated [5], [9],
[22], [34], [35], [36, para. 3.1]. Finally, we suppose a certain regularity of the exact
solution (much weaker than that from, e.g., [22, Chap. 5]).

The analysis leading to the error estimates in this paper must be seen as a first
step to more general results. We are aware that some restrictive assumptions are in
practical computations ignored and, therefore, call for further efforts in the future.
Comments concerning open problems are given at the end of the paper.
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An important issue in error estimates and, more generally, numerical methods
for convection-diffusion equations involving a small diffusion parameter ν is their ro-
bustness in the singular limit ν → 0 (see, e.g., [36]). In view of [24], avoiding the
exponential growth of error constants (resulting from the use of Gronwall’s lemma)
has become an interesting research problem, though this may be feasible only for
special problems. These topics are well beyond the scope of this paper. Also we point
out that the numerical method studied here was designed for fixed positive values for
viscosity and heat conductivity. This is in some sense in agreement with the well-
known fact that for very small viscosity the flow becomes turbulent and models used
for turbulence modeling cause the increase of the magnitude of the diffusion param-
eters by adding the so-called turbulent viscosity and turbulent heat conductivity. So
the singular limit is not of urgent interest here.

2. Formulation of the problem. We will denote by Rn the n-dimensional
Euclidean space equipped with the norm |·|. By x1, x2, and t we denote the Cartesian
coordinates of points x ∈ R2 and time, respectively. Let Ω ⊂ R2 be a bounded
polygonal domain. (Hence, its boundary ∂Ω is Lipschitz-continuous.) In the space-
time cylinder QT = Ω × (0, T ) (0 < T < ∞) we will consider the following initial-
boundary value problem:
Find u : QT → R, u = u(x, t), x ∈ Ω, t ∈ [0, T ], such that

∂u

∂t
+

2∑
s=1

∂fs(u)

∂xs
− ν∆u = g in QT ,(2.1)

u|∂Ω×(0,T ) = 0,(2.2)

u(x, 0) = u0(x), x ∈ Ω,(2.3)

where ν > 0 is a given constant and fs : R → R, s = 1, 2, g : QT → R, u0 : Ω → R
are given functions. Further assumptions for these functions will be given below. In
the theory of conservation laws the functions fs are called the fluxes of the quantity u
in the directions xs, s = 1, 2, g represents the density of sources and ν is the diffusion
coefficient.

Equation (2.1) is the simplest prototype of the Navier–Stokes system describing
viscous gas flow. However, we meet such equations in other areas as well, such as
hydrology, oil recovery, traffic flow, and two phase flow (see, e.g., [30]).

In the following we will be concerned with the concept of a weak solution. We use
the standard notation Lp(Ω), W k,p(Ω), Hk(Ω) = W k,2(Ω), and Lp(0, T ;X) (provided
X is a Banach space, k ≥ 1, 1 ≤ p ≤ ∞) for the Lebesgue, Sobolev, and Bochner
spaces. By C([0, T ];X) we denote the space of all continuous mappings of [0, T ] into
X. (See, e. g., [29], [11, paragraphs 2.7, 8.2].) By ‖ · ‖X we denote the norm of a
space X. The symbol W 1,p

0 (Ω) will denote the space of all functions from W 1,p(Ω)
with zero traces on ∂Ω and we set

V = H1
0 (Ω) = W 1,2

0 (Ω).(2.4)

In the space H1(Ω), beside its norm

‖u‖H1(Ω) =

(∫
Ω

(|u|2 + |∇u|2) dx

)1/2

(2.5)

we will often work with the seminorm

|u|H1(Ω) =

(∫
Ω

|∇u|2 dx

)1/2

,(2.6)
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which is a norm on V equivalent to the norm ‖·‖H1(Ω): there exist constants c1, c2 > 0
such that

c1‖v‖H1(Ω) ≤ |v|H1(Ω) ≤ c2‖v‖H1(Ω) ∀ v ∈ V.(2.7)

Further, we set

(u, v) =

∫
Ω

uv dx, u, v ∈ L2(Ω),(2.8)

for the scalar product on L2(Ω) and

((u, v)) =

∫
Ω

∇u · ∇v dx, u, v ∈ H1(Ω),(2.9)

for the scalar product on V inducing the norm | · |H1(Ω) on V .
Provided the functions fs, s = 1, 2, g, and u0 are sufficiently regular (e. g., fs ∈

C1(R)), the classical solution of our problem can be defined as a function u ∈ C2(QT )
satisfying (2.1)–(2.3).

In what follows, similarly as in [14], we will assume that the following assumptions
on the data are satisfied:

fs ∈ C1(R), fs(0) = 0, s = 1, 2,(2.10)

g ∈ C([0, T ];W 1,q(Ω)) for some q > 2,(2.11)

u0 ∈W 1,p
0 (Ω) for some p > 2.(2.12)

In view of the form of (2.1), the assumption that fs(0) = 0 is not a restriction.
Now we derive the weak formulation of problem (2.1)–(2.3). Let us assume that

u is a classical solution. Multiplying (2.1) by an arbitrary test function v ∈ V ,
integrating over Ω, using Green’s theorem, and interchanging integration over Ω with
differentiation with respect to t, we obtain the identity

d

dt

∫
Ω

u(t) v dx−
∫

Ω

2∑
s=1

fs(u(t))
∂v

∂xs
dx+ ν

∫
Ω

∇u(t) · ∇v dx(2.13)

=

∫
Ω

g(t) v dx ∀ v ∈ V and all t ∈ (0, T ].

Here, for a given t ∈ [0, T ], u(t) denotes the function u(·, t) : Ω → R and ∇u(t) =
∇u(·, t) = (∂u(·, t)/∂x1, ∂u(·, t)/∂x2). Let us set

b(ϕ, v) = −
∫

Ω

2∑
s=1

fs(ϕ)
∂v

∂xs
dx for any ϕ ∈ L∞(Ω), v ∈ V.(2.14)

Identity (2.13) and the above notation lead us to the following concept.
Definition 2.1. We say that a function u is a weak solution of problem (2.1)–

(2.3) if it satisfies the following conditions:

(a) u ∈ L2(0, T ;V ) ∩ L∞(QT ),(2.15)

(b)
d

dt
(u(t), v) + b(u(t), v) + ν((u(t), v)) = (g(t), v) ∀ v ∈ V,

in the sense of distributions on (0, T ),

(c) u(0) = u0.
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Identity (2.15(b)) is (2.13) rewritten with the aid of the above notation. In view
of (2.11), g ∈ L2(0, T ;V ∗). (V ∗ denotes the dual to V .) Using assumption (2.10)
and conditions (2.15(a)–(b)), we find that u has the derivative u′ defined almost
everywhere (a.e.) in (0, T ) and u′ ∈ L2(0, T ;V ∗). This immediately implies that u
is absolutely continuous on [0, T ] and hence, u ∈ C([0, T ], V ∗) and we see that also
condition (2.15(c)) makes sense.

In [14] it was shown that problem (2.15) has a unique solution.

3. Discretization. The discretization of problem (2.1)–(2.3) will be carried out
with the aid of a generally unstructured triangular mesh.

By Th we will denote a triangulation of Ω with the following properties: T ∈ Th
are closed triangles and

(a) Ω =
⋃
T∈Th

T,(3.1)

(b) if T1, T2 ∈ Th, then T1 ∩ T2 = ∅ or T1 and T2 have a common side

or T1 and T2 have a common vertex.

The triangulation Th is called a basic mesh. Let Ph = {Pi; i ∈ J} be the set of all

vertices of all T ∈ Th. (J is a suitable index set.) We set
◦
J= {i ∈ J ;Pi ∈ Ω} for the

set of the indices of all interior vertices.
By h(T ) and θ(T ) we denote the length of the longest side and the magnitude of

the smallest angle, respectively, of the triangle T ∈ Th, and put

h = max
T∈Th

h(T ), θh = min
T∈Th

θ(T ).(3.2)

Now let us construct the dual mesh Dh = {Di; i ∈ J} over the basic mesh Th. The
dual finite volume Di associated with a vertex Pi ∈ Ph is a closed polygon obtained in
the following way: We join the center of gravity of every triangle T ∈ Th that contains
the vertex Pi with the midpoint of every side of T containing Pi. If Pi ∈ Ph ∩ ∂Ω,
then we complete the obtained contour by the straight segments joining Pi with the
midpoints of boundary sides (i. e., sides which are subsets of ∂Ω) that contain Pi. In
this way we get the boundary ∂Di of the finite volume Di. (See Figure 3.1.) It is
obvious that

Ω =
⋃
i∈J

Di.(3.3)

The interiors of Di, i ∈ J , are mutually disjoint.
If for two different finite volumes Di and Dj their boundaries contain a common

segment, we call them neighbors. Then we put

Γij = Γji = ∂Di ∩ ∂Dj .(3.4)

The set Γij consists of one or two straight segments Γαij : Γij =
⋃βij
α=1 Γαij , where

βij = 2 for Di or Dj ⊂ Ω and βij = 1, if both Di and Dj are adjacent to ∂Ω. (See
Figure 3.1.)

For i ∈ J , let s(i) = {j ∈ J ;Dj is a neighbor of Di}. If Pi ∈ Ph ∩ ∂Ω, then we
denote by Γαi,−1, α = 1, 2 =: βi,−1, the segments that form ∂Di ∩ ∂Ω. In this case we
set S(i) = s(i)∪{−1}; otherwise (for Pi ∈ Ph ∩Ω) we put S(i) = s(i). Obviously, for
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Pj

Di
D j

Γ

Γij

2
ij

Pi

1

Fig. 3.1. Dual finite volumes.

every Di ∈ Dh we have

∂Di =
⋃

j∈S(i)

Γij =
⋃

j∈S(i)

βij⋃
α=1

Γαij .(3.5)

The open segments obtained by removing the endpoints from Γαij are mutually disjoint.
Moreover, we introduce the following notation: |Di| = area of Di ∈ Dh, |T | = area

of T ∈ Th, nαij = (nα1ij , n
α
2ij) = unit outer normal to ∂Di on the segment Γαij , `

α
ij =

length of Γαij , `ij = |Γij | = length of Γij , |∂Di| = length of ∂Di. Moreover, let us
consider a partition of the time interval (0, T ) formed by time instants tk = kτ, k =
0, 1, . . . , where τ > 0 is a (sufficiently small) time step.

Let us define the following spaces over the grids Th and Dh:

Xh = {vh ∈ C(Ω); vh|T is linear for each T ∈ Th} ⊂ H1(Ω),(3.6)

Vh = {vh ∈ Xh; vh = 0 on ∂Ω},
Zh = {w ∈ L2(Ω);w|Di = const for each Di ∈ Dh},
Yh = {w ∈ Zh;w = 0 on Di ∈ Dh for each Pi ∈ Ph ∩ ∂Ω}.

By rh we denote the operator of the Lagrange interpolation: If v : Ph → R, then

rhv ∈ Xh, (rhv) (Pi) = v(Pi), Pi ∈ Ph.(3.7)

Furthermore, we define the so-called lumping operator Lh : C(Ω)→ Zh: For v ∈ C(Ω)
we define Lhv in such a way that

Lhv|Di = v(Pi), i ∈ J.(3.8)

Obviously, Lh(Vh) = Yh.
In order to derive the discrete problem corresponding to (2.15), we put

(u, v)h =

∫
Ω

rh(uv) dx, u, v ∈ C(Ω),(3.9)

‖u‖h = (u, u)
1/2
h , u ∈ C(Ω).

Moreover, we will construct the approximation bh of the form b with the aid of the
finite volume approach (e.g., [11, paragraph 7.3], [13], [27], [31]). For this purpose we
introduce a suitable numerical flux H : R2 × S → R, where S = {n ∈ R2; |n| = 1}.

Next we use the following assumptions.
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3.1. Properties of the numerical flux. (a) H = H(y, z,n) is locally Lipschitz-
continuous with respect to y, z : for any M > 0 there exists c̃1(M) > 0 such that

|H(y, z,n)−H(y∗, z∗,n)| ≤ c̃1(M) (|y−y∗|+|z−z∗|) ∀ y, y∗, z, z∗ ∈ [−M,M ], ∀n ∈ S.
(b) H is consistent:

H(u, u,n) = F(u,n) :=

2∑
s=1

fs(u)ns ∀u ∈ R, ∀n = (n1, n2) ∈ S.

(c) H is conservative:

H(y, z,n) = −H(z, y,−n) ∀ y, z ∈ R, ∀n ∈ S.
(d) H is monotone in the following sense: For a given fixed number M > 0 the

function H(y, z,n) is nonincreasing with respect to the second variable z on the set
MM = {(y, z,n); y, z ∈ [−M,M ],n ∈ S}.

(The symbol F(u,n) defined above denotes the flux of the quantity u in the
direction n.)

3.2. Examples. (a) The Lax–Friedrichs scheme has the numerical flux

H(u, v,n) =
1

2

(
F(u,n) + F(v,n)− 1

2λ
(v − u)

)
,

where λ > 0 is in general different for different Γij and is chosen so that by condition
(d) from section 3.1

(b) the Engquist–Osher scheme has the numerical flux

H(u, v,n) =
1

2

(
F(u,n) + F(v,n)−

∫ v

u

|F (q,n)|dq
)
,

where F (u,n) =
∑2
s=1 f

′
s(u)ns.

Now we are ready to introduce the approximation bh. Using (3.3), Green’s theo-
rem, (3.5), (2.10), and the definition of the space Vh, for u, v ∈ Vh we write∫

Ω

2∑
s=1

∂fs(u)

∂xs
v dx ≈

∫
Ω

2∑
s=1

∂fs(u)

∂xs
Lh v dx(3.10)

=
∑
i∈J

v(Pi)

∫
Di

2∑
s=1

∂fs(u)

∂xs
dx

=
∑
i∈J

v(Pi)

∫
∂Di

2∑
s=1

fs(u)ns dS

=
∑
i∈J

v(Pi)
∑
j∈S(i)

βij∑
α=1

∫
Γα
ij

2∑
s=1

fs(u)nαsij dS

=
∑
i∈J

v(Pi)
∑
j∈s(i)

βij∑
α=1

∫
Γα
ij

2∑
s=1

fs(u)nαsij dS

≈
∑
i∈J

v(Pi)
∑
j∈s(i)

βij∑
α=1

H(u(Pi), u(Pj),n
α
ij) `

α
ij =: bh(u, v).
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(Here n = (n1, n2) denotes the unit outer normal to ∂Di.) This leads us to the
following semi-implicit scheme for the numerical solution of problem (2.1)–(2.3).

3.3. Discrete problem. We define the approximate solution of (2.1)–(2.3) as
functions ukh, tk ∈ [0, T ], given by the conditions

(a) u0
h = rhu

0 (∈ Vh),(3.11)

(b) uk+1
h ∈ Vh, tk ∈ [0, T ),

(c)
1

τ
(uk+1
h − ukh, vh)h + bh(ukh, vh) + ν((uk+1

h , vh)) = (gk+1, vh)h

∀ vh ∈ Vh, tk ∈ [0, T ).

Here we set gk+1 = g(·, tk+1). The function ukh is the approximate solution at time
tk.

It is easy to establish the following basic properties of the discrete problem.
Lemma 3.1. (1) The bilinear forms (·, ·)h and ((·, ·)), defined in (3.9) and (2.9),

respectively, are scalar products on Vh.
(2) For each u ∈ Xh, bh(u, ·) is a linear form defined on Vh.
(3) If i ∈ J and T ∈ Th is a triangle with the vertex Pi ∈ Ph, then

|T ∩Di| = 1

3
|T |.(3.12)

(4) The approximation (·, ·)h of the L2-scalar product can be defined with the aid
of numerical integration using the vertices PT1 , P

T
2 , P

T
3 of T ∈ Th as the integration

points:

(u, v)h =
∑
T∈Th

|T |
3∑

n=1

u(PTn ) v(PTn )/3 =

∫
Ω

(Lhu) (Lhv) dx, u, v ∈ C(Ω),(3.13)

‖u‖h = ‖Lhu‖L2(Ω), u ∈ C(Ω).

(5) Problem (3.11(b)–(c)) has a unique solution.
In [14] the convergence of approximate solutions to the exact weak solution was

proved for h, τ → 0 in suitable spaces. The aim of this paper is to derive error
estimates. To this end we will consider a family {Th}h∈(0,h0) (h0 > 0) of triangulations
of the domain Ω.

In what follows we shall need a number of various constants. By c, c1,
c2, . . . , ĉ1, ĉ2, . . . , c̃, . . . we denote constants independent of h, τ, ν, whereas C,C1, . . .
will denote constants that are independent of h, τ , but depend on ν. Moreover, c will
be used as a generic constant attaining in general different values at different places.

3.4. Assumptions. (a) Let the system {Th}h∈(0,h0) be regular, i. e., there exists
ϑ0 > 0 such that

θh ≥ ϑ0 > 0 ∀h ∈ (0, h0).(3.14)

See also (3.2).
(b) The triangulations Th are of weakly acute type. This means that the magnitude

of all angles of all T ∈ Th, h ∈ (0, h0), is less than or equal to π/2.
(c) The triangulations Th satisfy the inverse assumption:

h ≤ c3hT ∀T ∈ Th, ∀h ∈ (0, h0),(3.15)
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with a constant c3 > 0 independent of T ∈ Th and h. Then the following inverse
estimate holds (see [8, Theorem 3.2.6]):

‖vh‖H1(Ω) ≤ c4h−1‖vh‖L2(Ω), vh ∈ Xh, h ∈ (0, h0).(3.16)

In view of [8, Remark 3.1.3], assumptions (a) and (c) from section 3.4 imply the
existence of a constant c5 > 0, such that

h2 ≤ c5|T |, T ∈ Th, h ∈ (0, h0).(3.17)

In our further considerations we suppose that assumptions (2.10)–(2.12), (3.1),
and (a)–(c) from section 3.4 are satisfied and that the numerical flux H has properties
from section 3.1. Estimates of the error between the exact and approximate solutions
will be obtained in several steps.

4. A priori estimates of approximate solutions. First we will summarize
some important results.

Lemma 4.1. There exist constants c, ĉ1, ĉ2 > 0 such that for any h ∈ (0, h0) we
have

(a) ĉ1‖v‖L2(Ω) ≤ ‖Lhv‖L2(Ω) = ‖v‖h ≤ ĉ2‖v‖L2(Ω), v ∈ Xh,

(b) ‖v − Lhv‖L2(Ω) ≤ c h‖v‖H1(Ω), v ∈ Xh,

(c) |(u, v)− (u, v)h| ≤ c h2‖u‖H1(Ω) ‖v‖H1(Ω), u, v ∈ Xh,

(d) |(gk, v)− (gk, v)h| ≤ c h‖g‖C([0,T ];W 1,q(Ω))‖v‖H1(Ω), v ∈ Vh, tk ∈ [0, T ].

(e) If M > 0, then there exists a constant c̃2 = c̃2(M) such that

|b(z, v)− bh(z, v)| ≤ c̃2 h‖z‖H1(Ω) ‖v‖H1(Ω),

z ∈ Vh, ‖z‖L∞(Ω) ≤M, v ∈ Vh, h ∈ (0, h0).

Proof. Assertions (a)–(d) can be carried out with the aid of a standard finite
element technique (for (e), see [14]).

By virtue of (2.11) and (2.12), u0 ∈ C(Ω) and g ∈ C(QT ). Hence, there exist
constants M̃ and K̃ such that

‖u0‖L∞(Ω) ≤ M̃, ‖g‖L∞(QT ) ≤ K̃.(4.1)

Let us put

M = M̃ + T K̃.(4.2)

The application of the discrete maximum principle yields the following theorem
(see [14, Theorem 4.1]).

Theorem 4.2. If τ > 0 and h ∈ (0, h0) satisfy the condition

τ c̃1(M) |∂Di| ≤ |Di|, i ∈ J,(4.3)

where c̃1(M) is the constant from the section 3.1, assertion (a), and if (4.1) and (4.2)
hold, then

‖ukh‖L∞(Ω) ≤M for each tk ∈ [0, T ].(4.4)
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4.1. Remark. It is possible to show that (3.14), (3.12), and (3.17) imply the
existence of a constant c6 > 0 such that

|Di| / |∂Di| ≥ c6 h ∀ i ∈ J, ∀h ∈ (0, h0).(4.5)

In what follows, we will have to consider the stability condition

0 < τ ≤ c6 c̃1(M)−1h,(4.6)

which is a typical CFL condition used in the numerical solution of conservation laws
[27]. Obviously, (4.5) and (4.6) yield (4.3). As we see, τ = O(h). Because of our
further considerations we also introduce an “inverse stability assumption” h = O(τ).
This means that we consider the condition

h ≤ c7τ(4.7)

with a constant c7 independent of h and τ . (We can meet similar nonstandard con-
ditions also in other works analyzing numerical methods for evolution problems, e.g.,
[36, paragraphs 4.2, 5.1] or [28]).

Furthermore, by [14] and the proof of Theorem 4.2, we have the following.
Theorem 4.3. Let (4.1) and (4.2) hold. Then there exists a constant c∗ > 0

independent of h, τ , and ν such that

(a) max
tk∈[0,T ]

‖ukh‖L2(Ω) ≤ c∗ν−1/2,(4.8)

(b)

m∑
k=1

‖ukh − uk−1
h ‖2L2(Ω) ≤ c∗ν−1, tm ∈ (0, T ],

(c) τ
m∑
k=0

‖ukh‖2H1(Ω) ≤ c∗ν−2, tm ∈ [0, T ]

∀ h ∈ (0, h0) and τ > 0 satisfying condition (4.6).
Now we derive the estimate of the approximate solution in the H1(Ω)-norm.
Theorem 4.4. Let assumptions (a)–(c) from section 3.4 be satisfied. Then there

exists a constant C1 > 0, C1 = O(ν−3/2), independent of h, τ such that

‖ukh‖H1(Ω) ≤ C1, tk ∈ [0, T ],(4.9)

for h ∈ (0, h0) and τ > 0 satisfying (3.15) and (4.6).
Proof. Let τ > 0 and h ∈ (0, h0) satisfy conditions (3.15) and (4.6). Since (·, ·)h

and ((·, ·)) are scalar products on Vh, we can define the mapping Ah : Vh → Vh such
that for each ϕh ∈ Vh,

(Ahϕh, vh)h = ((ϕh, vh)) ∀ vh ∈ Vh.(4.10)

Substituting vh := Ahu
k
h in (3.11(c)) with k := k − 1 and using (4.10), we find that

((ukh − uk−1
h , ukh)) + τbh(uk−1

h , Ahu
k
h) + τν(Ahu

k
h, Ahu

k
h)h = τ(gk, Ahu

k
h)h.(4.11)

Now, the relation

((z − v, z)) =
1

2
{|z|2H1(Ω) − |v|2H1(Ω) + |z − v|2H1(Ω)},
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Lemma 4.1, the continuous embedding W 1,q(Ω) ↪→ C(Ω̄), and assumption (2.11)
imply that

|ukh|2H1(Ω) − |uk−1
h |2H1(Ω) + |ukh − uk−1

h |2H1(Ω) + 2τν‖Ahukh‖2h(4.12)

≤ cτ‖g‖C([0,T ];W 1,q(Ω))‖Ahukh‖h − 2τbh(uk−1
h , Ahu

k
h).

Further, we can write

|bh(uk−1
h , Ahu

k
h)| ≤ |b(uk−1

h , Ahu
k
h)|+ |bh(uk−1

h , Ahu
k
h)− b(uk−1

h , Ahu
k
h)|.(4.13)

Let z, v ∈ Vh, ‖z‖L∞(Ω) ≤ M . Then (2.14), assumption (2.10), and Green’s theorem
imply that

|b(z, v)| =
∣∣∣∣∣
∫

Ω

2∑
s=1

fs(z)
∂v

∂xs
dx

∣∣∣∣∣ =

∣∣∣∣∣
∫

Ω

2∑
s=1

∂fs
∂xs

(z)vdx

∣∣∣∣∣(4.14)

=

∣∣∣∣∣
∫

Ω

2∑
s=1

f ′s(z)
∂z

∂xs
vdx

∣∣∣∣∣ ≤ c̃3|z|H1(Ω)‖v‖L2(Ω),

with c̃3 = c̃3(M). Now, by (4.4), (4.13), (4.14), Lemma 4.1(e) (i.e., the consistency of
the form bh), and inequalities (3.16) and (2.7), we have

|bh(uk−1
h , Ahu

k
h)| ≤ c̃3|uk−1

h |H1(Ω)‖Ahukh‖L2(Ω)(4.15)

+c̃2h‖uk−1
h ‖H1(Ω)‖Ahukh‖H1(Ω) ≤ c|uk−1

h |H1(Ω)‖Ahukh‖L2(Ω).

This, along with (4.12), (3.13), Lemma 4.1(a), and Young’s inequality, gives the esti-
mates

|ukh|2Hh(Ω) − |uk−1
h |2H1(Ω) + |ukh − uk−1

h |2H1(Ω) + 2ĉ21τν‖Ahukh‖2L2(Ω)

≤ cτ(ĉ2‖g‖C([0,T ],W 1,q(Ω)) + |uk−1
h |H1(Ω))‖Ahukh‖L2(Ω)

≤ τνĉ21‖Ahukh‖2L2(Ω) +
cτ

ν
(‖g‖2C([0,T ];W 1,q(Ω)) + |uk−1

h |2H1(Ω)).

Hence,

|ukh|2H1(Ω) − |uk−1
h |2H1(Ω) + |ukh − uk−1

h |2H1(Ω) + τνĉ21‖Ahu2
h‖2L2(Ω)(4.16)

≤ cτ

ν
(1 + |uk−1

h |2H1(Ω)).

The summation of (4.16) over k = 1, . . . ,m, tm ∈ (0, T ], and the estimate (4.8(c))
yield

|umh |2H1(Ω) +
m∑
k=1

|ukh − uk−1
h |2H1(Ω) + τνĉ21

m∑
k=1

‖Ahukh‖2L2(Ω)(4.17)

≤ cT

ν
+
cτ

ν

m∑
k=1

|uk−1
h |2H1(Ω) ≤

cT

ν
+

c

ν3
,

which together with (2.7) already implies (4.9).

5. Truncation error. We start from the following assumptions.
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5.1. Regularity of the exact solution. Let us suppose that the exact solution
u : (0, T )→ V of problem (2.15) satisfies the conditions

u ∈ L∞(0, T ;H1+µ(Ω)),(5.1)

u′ ∈ L∞(0, T ;L2(Ω)),

u′′ ∈ L∞(0, T ;V ∗),

with some µ ∈ (1/4, 1]. (Concerning the bound for µ, see the remark in section
6.1.) For ε ∈ (0, 1), the symbol H1+ε(Ω) denotes the Sobolev–Slobodetskii space of
functions with “noninteger derivatives” (see, e.g., [29]). By u′ and u′′ we denote the
first and second derivatives of the mapping u : (0, T )→ V .

The above assumptions imply that u ∈ C([0, T ];L2(Ω))∩C1([0, T ];V ∗)∩L∞(QT ).
We set M̃ := ‖u‖L∞(QT ) < ∞. In what follows we will denote uk = u(tk) = u(·, tk).
Let us investigate the truncation error.

Lemma 5.1. Under assumptions (5.1), for tk ∈ [0, T ) we have

|(uk+1 − uk, v)− τ(u′(tk+1), v)| ≤ cτ2‖v‖H1(Ω), v ∈ V,(5.2)

|b(uk+1, v)− b(uk, v)|(5.3)

≤ 2 max
ξ∈[−M̃,M̃ ],s=1,2

|f ′s(ξ)| ‖uk+1 − uk‖L2(Ω)|v|H1(Ω), v ∈ V,

‖uk+1 − uk‖L2(Ω) ≤ cτ(5.4)

with c = c(u).
Proof. (a) The proof of (5.2) is based on the following result (see [11, para. 8.2]

or [18]): If η : (0, T ) → V ∗ is such that η, η′ ∈ L1(0, T ;V ∗) and v ∈ V , then
〈η′, v〉 ∈ L1(0, T ) and∫ t2

t1

〈η′(t), v〉dt = 〈η(t2)− η(t1), v〉, t1, t2 ∈ [0, T ].

Here 〈ϕ, v〉 denotes the value of a functional ϕ ∈ V ∗ at a point v ∈ V . A similar
result holds, if η, η′ ∈ L1(0, T ;L2(Ω)) and the duality 〈·, ·〉 is replaced by the L2-
scalar product (·, ·). Let v ∈ V . Then

(uk+1 − uk, v)− τ(u′(tk+1), v) = (u(tk+1)− u(tk), v)−
∫ tk+1

tk

(u′(t), v)dt(5.5)

+

∫ tk+1

tk

(u′(t)− u′(tk+1), v)dt.

Taking into account that

(u(tk+1)− u(tk), v) =

∫ tk+1

tk

(u′(t), v)dt

and L2(Ω) ↪→ V ∗, we see that

(uk+1 − uk, v)− τ(u′(tk+1), v) =

∫ tk+1

tk

(u′(t)− u′(tk+1), v)dt(5.6)

=

∫ tk+1

tk

〈u′(t)− u′(tk+1), v〉dt.
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Since u′′ ∈ L∞(0, T ;V ∗),

〈u′(t)− u′(tk+1), v〉 =

∫ t

tk+1

〈u′′(ϑ), v〉dϑ(5.7)

and thus, ∫ tk+1

tk

〈u′(t)− u′(tk+1), v〉dt =

∫ tk+1

tk

(∫ t

tk+1

〈u′′(ϑ), v〉dϑ
)
dt.

This, (5.5)–(5.7) and the assumption that u′′ ∈ L∞(0, T ;V ∗) imply that

|(uk+1 − uk, v)− τ(u′(tk+1), v)| ≤ τ2‖u′′‖L∞(0,T ;V ∗)‖v‖H1(Ω),

which yields (5.2).
(b) By (2.14) and the Cauchy inequality, for v ∈ V we get

|b(uk+1, v)− b(uk, v)| =
∣∣∣∣∣
∫

Ω

2∑
s=1

(fs(u
k+1)− fs(uk))

∂v

∂xs
dx

∣∣∣∣∣
≤
∫

Ω

{
2∑
s=1

∫ 1

0

|f ′s(uk + ϑ(uk+1 − uk))|dϑ
}
|uk+1 − uk|

∣∣∣∣ ∂v∂xs
∣∣∣∣ dx

≤ 2 max
ξ∈[−M̃,M̃ ],s=1,2

|f ′s(ξ)|‖uk+1 − uk‖L2(Ω)|v|H1(Ω).

(c) Finally, since u′ ∈ L∞(0, T ;L2(Ω)),

‖uk+1 − uk‖L2(Ω) = ‖u(tk+1)− u(tk)‖L2(Ω)

=

∥∥∥∥∫ tk+1

tk

u′(t)dt‖L2(Ω) ≤ τ‖u′
∥∥∥∥
L∞(0,T ;L2(Ω)

,

which yields (5.4).
Corollary 5.2. From assertions (b) and (c) of Lemma 5.1 it follows that

|b(uk+1, v)− b(uk, v)| ≤ cτ |v|H1(Ω), v ∈ V,(5.8)

where c = c(u).
Using the above results, we get the estimate of the truncation error.
Theorem 5.3. Under assumptions (5.1) we have

(uk+1
h − uk+1, vh)− (ukh − uk, vh)(5.9)

+τ [b(ukh, vh)− b(uk, vh)] + τν((uk+1
h − uk+1, vh))

= ε1(τ, u; vh) + ε2(τ, h, ukh, u
k+1
h ; vh), vh ∈ Vh, tk ∈ [0, T ),

where ukh and uk denote the approximate solution and the exact solution, respectively,
of problem (2.15) at time t = tk, and

|ε1(τ, u; vh)| ≤ cτ2‖vh‖H1(Ω), vh ∈ Vh, τ > 0, c = c(u),(5.10)

|ε2(τ, h, ukh, u
k+1
h ; vh)| ≤ cτh

[
(‖ukh‖H1(Ω) + ‖uk+1

h ‖H1(Ω))
h

τ
+ 1

]
‖vh‖H1(Ω),(5.11)

vh ∈ Vh, h ∈ (0, h0), and τ > 0 satisfy (4.6), c = c(M), tk ∈ [0, T ).
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Proof. From (5.1) it follows that in (2.15(b)) we can write d
dt (u(t), v) = (u′(t), v)

for v ∈ V . Hence, the exact solution u satisfies at t = tk+1 the relation

(uk+1 − uk, v) + τb(uk, v) + τν((uk+1, v)) = τ(gk+1, v)(5.12)

+[(uk+1 − uk, v)− τ(u′(tk+1), v)] + τ [b(uk, v)− b(uk+1, v)], v ∈ V.

Setting now v := vh ∈ Vh and subtracting (5.12) from (3.11(c)) multiplied by τ , we
find that

(uk+1
h − uk+1, vh)− (ukh − uk, vh) + τ [b(ukh, vh)− b(uk, vh)] + τν((uk+1

h − uk+1, vh))

= ε1(τ, u; vh) + ε2(τ, h, ukh, u
k+1
h ; vh),

where

ε1(τ, u; vh) = −[(uk+1 − uk, vh)− τ(u′(tk+1), vh)]− τ [b(uk, vh)− b(uk+1, vh)],

ε2(τ, h, ukh, u
k+1
h ; vh) = τ [(gk+1, vh)h − (gk+1, vh)]︸ ︷︷ ︸

σ(1)

+ [(uk+1
h , vh)− (uk+1

h , vh)h]︸ ︷︷ ︸
σ(2)

− [(ukh, vh)− (ukh, vh)h]︸ ︷︷ ︸
σ(3)

+ τ [b(ukh, vh)− bh(ukh, vh)]︸ ︷︷ ︸
σ(4)

.

Due to (5.2) and (5.8),

|ε1(τ, u; vh)| ≤ cτ2‖vh‖H1(Ω),

which is (5.10). Further, from Lemma 4.1 and Theorem 4.2 we deduce that

|σ(1)| ≤ cτh‖vh‖H1(Ω),

|σ(2)|+ |σ(3)| ≤ ch2(‖ukh‖H1(Ω) + ‖uk+1
h ‖H1(Ω))‖vh‖H1(Ω),

|σ(4)| ≤ c̃2(M)τh‖ukh‖H1(Ω)‖vh‖H1(Ω).

These estimates immediately imply (5.11).
Lemma 5.4. The form b is locally Lipschitz-continuous: For any M̂ > 0 there

exists a constant c̃4 = c̃4(M̂) such that

|b(z, v)− b(z̃, v)| ≤ c̃4‖z − z̃‖L2(Ω)|v|H1(Ω),(5.13)

z, z̃, v ∈ H1(Ω), z, z̃ ∈ L∞(Ω), ‖z‖L∞(Ω), ‖z̃‖L∞(Ω) ≤ M̂.

Proof. By (2.14), using assumption (2.10) and the Cauchy inequality, we find that
for z, z̃, v with the above properties we have

|b(z, v)− b(z̃, v)| =
∣∣∣∣∣
∫

Ω

(∫ 1

0

2∑
s=1

f ′s(z̃ + t(z − z̃))dt
)

(z − z̃) ∂v
∂xs

dx

∣∣∣∣∣
≤ 2 max

ξ∈[−M̃,M̃ ],s=1,2
|f ′s(ξ)| ‖z − z̃‖L2(Ω)|v|H1(Ω),

which is (5.13).
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6. Error estimates. Because of our further considerations we introduce several
results and concepts. Let us consider the following problem: Given γ ∈ V ∗, find
z : Ω→ R such that

(a) z ∈ V,(6.1)

(b) ((z, v)) = 〈γ, v〉 ∀ v ∈ V.

This problem has a unique solution z due to the Riesz representation theorem. Fur-
ther, we define the Ritz projection Ph : V → Vh. If ϕ ∈ V , then

(a) Phϕ ∈ Vh,(6.2)

(b) ((Phϕ, vh)) = ((ϕ, vh)) ∀vh ∈ Vh.

Obviously,

|Phϕ|H1(Ω) ≤ |ϕ|H1(Ω), ϕ ∈ V.(6.3)

From the abstract error estimate

‖Phϕ− ϕ‖H1(Ω) ≤ c inf
ϕh∈Vh

‖ϕ− ϕh‖H1(Ω), ϕ ∈ V, h ∈ (0, h0),

(which can be obtained in a standard way), for ϕ ∈ H1+ε(Ω) ∩ V with ε ∈ (0, 1], we
find that (see also [10])

‖Phϕ− ϕ‖H1(Ω) ≤ c‖ϕ− rhϕ‖H1(Ω) ≤ chε‖ϕ‖H1+ε(Ω), h ∈ (0, h0).(6.4)

Here c is independent of ϕ and h (but depends on ε).
On the basis of [19, Remark 2.4.6], we conclude that the following regularity result

is valid for the weak solution of the Poisson problem with the homogeneous Dirichlet
condition in the polygonal domain Ω: Let z be a weak solution of the problem ∆z =
f ∈ L2(Ω), z|∂Ω = 0, i.e., z satisfies (6.1(a)–(b)), where 〈γ, v〉 = (f, v). Let ω be
the maximal angle of all reentrant corners of ∂Ω (i.e., the corners with interior angles
αi ∈ (π, 2π)) and Λ = π/ω(∈ (1/2, 1)). Then z ∈ H1+ε(Ω) for every ε ∈ (0,Λ). In
the case of no reentrant corners we can take ε = 1. Moreover, for every such ε there
exists a constant cε > 0 such that

‖z‖H1+ε(Ω) ≤ cε‖f‖L2(Ω), f ∈ L2(Ω).(6.5)

The following lemma is a generalization of the result well known in the finite
element circle for ϕ ∈ H2(Ω),Ω polygonal and convex [8, para. 3.2].

Lemma 6.1. There exists α ∈ (1/2, 1] such that for any ε ∈ (0, α] and ϕ ∈
H1+ε(Ω)

‖Phϕ− ϕ‖L2(Ω) ≤ ch2ε‖ϕ‖H1+ε(Ω), h ∈ (0, h0).(6.6)

If the polygonal domain Ω is convex, then α = 1. The constant c is independent of ϕ
and h, but depends on ε.

Proof. We use the well-known Aubin–Nitsche duality method. Let ϕ ∈ H1+ε(Ω)∩
V and ϕh = Phϕ. This means that

ϕh ∈ Vh, ((ϕh, vh)) = ((ϕ, vh)) ∀ vh ∈ Vh.(6.7)
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Then, by [8, Theorem 3.2.4],

‖ϕh − ϕ‖L2(Ω) ≤ c‖ϕh − ϕ‖H1(Ω) sup
f∈L2(Ω)

{
1

‖f‖L2(Ω)
inf

ψh∈Vh
‖σf − ψh‖H1(Ω)

}
,(6.8)

where for f ∈ L2(Ω) we denote by σf the solution to the dual problem

σf ∈ V, ((v, σf )) = (f, v) ∀ v ∈ V.(6.9)

As mentioned above, there exists α ∈ (1/2, 1] such that σf ∈ H1+ε(Ω)∀ε ∈ (0, α]
and all f ∈ L2(Ω). Further, we use the estimates (6.4) for ϕ and σf and (6.5) with
z := σf . We find that

‖ϕh − ϕ‖H1(Ω) ≤ chε‖ϕ‖H1+ε(Ω),(6.10)

inf
ψh∈Vh

‖σf − ψh‖H1(Ω) ≤ ‖σf − rhσf‖H1(Ω) ≤ chε‖σf‖H1+ε(Ω)(6.11)

≤ chε‖f‖L2(Ω).

Inequalities (6.8), (6.10), and (6.11) already yield the estimate (6.6).
Now we denote by

ek = ukh − uk(6.12)

the error of the method at time t = tk. Our goal is to estimate ek in a suitable norm
in terms of h.

Let us recall assumption (2.12), i.e., u0 ∈ W 1,p
0 (Ω) with some p > 2. By [25,

Theorem 2.19], H1+β(Ω) ↪→W 1,p(Ω) with β = 1− 2/p ∈ (0, 1).
Now we will formulate the main result.
Theorem 6.2. Let assumptions (2.10)–(2.12), (3.1), (a)–(d) from section 3.1,

(a)–(c) from section 3.4, (4.1), and (4.2) be satisfied. Further, let {ukh}tk=kτ∈[0,T ]

be the approximate solution of problem (2.15) obtained with the aid of the discrete
problem (3.11). Let the exact solution u of (2.15) satisfy conditions (5.1) and let
ε = min(µ, α). Moreover, on the basis of the above note we assume that u0 ∈ H1+β(Ω)
with β ∈ (0, 1). Then there exist constants C1, . . . , C4 > 0 independent of h, τ and a
constant c > 0 independent of h, τ, ν such that

max
tk∈[0,T ]

‖ek‖L2(Ω) ≤ [C1h
1+β + C2h+ C3h

ε + C4h
2ε−1/2] exp

(
cT

ν

)
,(6.13) ντ ∑

tk∈[0,T ]

|ek|2H1(Ω)

1/2

(6.14)

≤ [C1h
1+β + C2h+ C3h

ε + C4h
2ε−1/2] exp

(
cT

ν

)
ν−1/2,

provided h ∈ (0, h0), τ ∈ (0, T ) satisfy conditions (4.6) and (4.7). Moreover,

C1 = O(1), C2 = O(ν−3/2), C3 = O(ν), C4 = O(ν1/2).(6.15)
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6.1. Remark. Since µ ∈ (1/4, 1] (see (5.1)) and α ∈ (1/2, 1] (cf. Lemma 6.1),
we have the following behavior of the error estimates (6.13), (6.14). If µ ∈ (1/2, 1),
then also ε = min(µ, α) ∈ (1/2, 1) and 2ε − 1/2 ∈ (1/2, 3/2). On the other hand, if
µ ∈ (1/4, 1/2], then ε = µ and 2ε− 1/2 ∈ (0, 1/2]. In the case of a convex polygonal
domain we have α = 1. If also µ = 1, then the error of the method is of order O(h).

Proof of Theorem 6.2. Let h ∈ (0, h0), τ > 0 satisfy conditions (4.6) and (4.7).
From (5.9) and (6.12) we obtain the relation

(ek+1, vh)− (ek, vh) + τν((ek+1, vh)) = −τ [b(ukh, vh)− b(uk, vh)]

+ ε1(τ, u; vh) + ε2(τ, h, ukh, u
k+1
h ; vh).

Let us set vh := Phe
k+1. Denoting by I : V → V the identity operator (Iϕ = ϕ for

ϕ ∈ V ), we get

(ek+1, ek+1)− (ek, ek+1) + τν((ek+1, ek+1))(6.16)

= −τ [b(ukh, Phe
k+1)− b(uk, Phek+1)]

+ε1(τ, u;Phe
k+1) + ε2(τ, h, ukh, u

k+1
h ;Phe

k+1)

+(ek+1, (I − Ph)ek+1)− (ek, (I − Ph)ek+1) + τν((ek+1, (I − Ph)ek+1)).

From (6.12) and (6.2) it follows that (I − Ph)ek+1 = Phu
k+1 − uk+1. Hence, by (6.4)

and Lemma 6.1,

(a) ‖(I − Ph)ek+1‖L2(Ω) ≤ ch2ε‖uk+1‖H1+ε(Ω),(6.17)

(b) ‖(I − Ph)ek+1‖H1(Ω) ≤ chε‖uk+1‖H1+ε(Ω).

It follows from Lemma 5.4 (where we set M̂ = max(M, M̃)) and (6.3) that

|b(ukh, Phek+1)− b(uk, Phek+1)|(6.18)

≤ c‖ek‖L2(Ω)|Phek+1|H1(Ω) ≤ c‖ek‖L2(Ω)|ek+1|H1(Ω).

Furthermore, by (6.17) and the Cauchy inequality, we have

|(ek+1, (I − Ph)ek+1)− (ek, (I − Ph)ek+1)| ≤ ch2ε‖ek+1 − ek‖L2(Ω)‖uk+1‖H1+ε(Ω),

((ek+1, (I − Ph)ek+1)) ≤ chε|ek+1|H1(Ω)‖uk+1‖H1+ε(Ω).
(6.19)
Now, from (6.16)–(6.19), (5.10), (5.11), and (6.3) we obtain the estimate

‖ek+1‖2L2(Ω) − ‖ek‖2L2(Ω) + ‖ek+1 − ek‖2L2(Ω) + 2τν|ek+1|2H1(Ω)

≤ cτ‖ek‖L2(Ω)|ek+1|H1(Ω) + cτ2|ek+1|H1(Ω)

+cτh

[
(‖ukh‖H1(Ω) + ‖uk+1

h ‖H1(Ω))
h

τ
+ 1

]
|ek+1|H1(Ω)

+ch2ε‖ek+1 − ek‖L2(Ω)‖uk+1‖H1+ε(Ω) + cτhεν|ek+1|H1(Ω)‖uk+1‖H1+ε(Ω),

where c > 0 is a constant independent of h, τ, ν. Taking into account conditions (5.1),
(4.6), (4.7), estimate (4.9), and using Young’s inequality, we find that

‖ek+1‖2L2(Ω) − ‖ek‖2L2(Ω) + ‖ek+1 − ek‖2L2(Ω) + 2τν|ek+1|2H1(Ω)

≤ cτ

ν
‖ek‖2L2(Ω) +

τν

4
|ek+1|2H1(Ω) +

cτh2

ν
+
τν

4
|ek+1|2H1(Ω) +

cτh2

ν
(1 + ν−3)

+
τν

4
|ek+1|2H1(Ω) + cτh4ε−1 + ‖ek+1 − ek‖2L2(Ω) + cτνh2ε +

τν

4
|ek+1|2H1(Ω).
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Hence,

‖ek+1‖2L2(Ω) − ‖ek‖2L2(Ω) + τν|ek+1|2H1(Ω)(6.20)

≤ cτ

ν
‖ek‖2L2(Ω) + τc

[
h2

ν
(1 + ν−3) + νh2ε + h4ε−1

]
.

This implies that

‖ek+1‖2L2(Ω) ≤ A‖ek‖2L2(Ω) + τB, tk ∈ [0, T ),(6.21)

where

A = 1 +
cτ

ν
, B = c

[
h2

ν
(1 + ν−3) + νh2ε + h4ε−1

]
.(6.22)

By induction over k = 0, 1, . . . , from (6.21) we easily deduce that

‖ek‖2L2(Ω) ≤ Ak‖e0‖2L2(Ω) + τB
Ak − 1

A− 1
, tk ∈ [0, T ].(6.23)

Since A ≤ exp(cτ/ν), it follows from (6.23) that

‖ek‖2L2(Ω) ≤ exp

(
ctk
ν

)
‖e0‖2L2(Ω)(6.24)

+ c

[
h2

ν
(1 + ν−3) + νh2ε + h4ε−1

] [
exp

(
ctk
ν

)
− 1

]
ν, tk ∈ [0, T ].

Taking into account that u0 ∈ H1+β(Ω) ↪→ W 1,p(Ω), with β = 1 − 2/p ∈ (0, 1), by
virtue of [10, Theorem 2.27], we have

‖e0‖2L2(Ω) = ‖u0 − rhu0‖2L2(Ω) ≤ ch2(1+β)‖u0‖2H1+β(Ω).(6.25)

From this and (6.24) we obtain the estimate

‖ek‖L2(Ω) ≤ c exp

(
ctk
2ν

)
h1+β + c

[
h(1 + ν−3)1/2(6.26)

+νhε +
√
νh2ε−1/2

][
exp

(
ctk
ν

)
− 1

]1/2

tk ∈ [0, T ],

which already yields (6.13) and (6.15) .
In order to prove the error estimate (6.14), we sum up (6.20) over k = 0, . . . ,m−1

for tm ∈ (0, T ] and use (6.24), (6.25). Then we get

‖em‖2L2(Ω) + ντ
m−1∑
k=0

|ek+1|2H1(Ω) ≤ ‖e0‖2L2(Ω) +
cmτ

ν
max

k=0,...,m−1
‖ek‖2L2(Ω)

+cmτ

[
h2

ν
(1 + ν−3) + νh2ε + h4ε−1

]
≤ ch2(1+β)

(
1 +

1

ν
exp

(
ctm
ν

))
+
ctm
ν

[
h2
(
1 + ν−3

)
+ ν2h2ε + νh4ε−1

]
exp

(
ctm
ν

)
,

which immediately implies (6.14).
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6.2. Concluding remarks. (a) The above results can be extended to the case
when Ω ⊂ R3 is a bounded polyhedral domain and p, q from (2.11) and (2.12) are
greater than three. The maximum principle can be applied in this case on the basis
of the results from [26].

(b) For the sake of simplicity, in this paper we considered the homogeneous Dirich-
let boundary condition and assumed that the domain Ω was polygonal. With the aid
of the theory of finite element variational crimes developed in [16] and [17], the the-
oretical analysis presented here can be generalized to the case of nonhomogeneous
mixed Dirichlet–Neumann boundary conditions on a piecewise-smooth boundary ∂Ω.
Furthermore, it is possible to consider a nonlinear diffusion term in (2.1), provided
that some assumptions of monotonicity or pseudomonotonicity are satisfied (cf. [16],
[17]).

(c) There are several open questions and problems connected with our investiga-
tion: the proof of error estimates for other combined FV–FE schemes (fully explicit
or implicit schemes, the method of fractional steps, schemes on other meshes; cf. [12]),
the study of higher order schemes, the derivation of a posteriori error estimates, the
development of adaptive mesh refinement techniques, and generalization to systems
of equations.

(d) Particularly important, but rather difficult, is investigating the behavior of
the error in dependence on coefficient ν and obtaining uniform estimates with re-
spect to ν. Our estimates depend on ν (see the behavior of the constants C1, . . . , C4

from (6.14); moreover, the constant c = c(u) from Lemma 5.1 depends on the norms
‖u′‖L∞(0,T ;L2(Ω)) and ‖u′′‖L∞(0,T ;V ∗), which give an implicit and, unfortunately, un-
known dependence on ν). Therefore, estimates (6.21) are not robust. This is the
drawback of a number of works dealing with numerical schemes for singularly per-
turbed problems. The uniform convergence with respect to ν has been obtained
in very few works analyzing simple problems under rather special assumptions when
complete analytic behavior of solutions is known (cf., e.g., [39], [1], [2], [38]; for further
citations, see [36]).
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