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The Fokker-Planck equation describes the evolution of the probability density for a stochastic ordinary differential equation (SODE) or a deterministic ordinary differential equation (ODE) with stochastic initial values. A solution strategy for this partial differential equation (PDE) up to a relatively large number of dimensions is based on particle methods using Gaussians as basis functions. An initial probability density is decomposed into a sum of multivariate normal distributions and these are propagated according to the ODE. The decomposition as well as the propagation is subject to possibly large numeric errors due to the difficulty to control the spatial residual over the whole domain.

In this paper a new particle method is derived, which allows a deterministic error control for the resulting probability density. It is based on global optimization and allows an adaption of an efficient surrogate model for the residual estimation.

1 Error Controlled Uncertainty Analysis

For any numerical application knowledge about the accuracy of the applied method is essential. If we simulate a physical system, further knowledge about the effect of uncertainties in the input parameters is vital for the assessment and validation of the results. In [7] it is noted that uncertain input data does not only lead to an uncertain solution but to an uncertain solution error as well.

In the following both aspects will be covered for stochastic uncertainties within a system of ordinary differential equations (ODE)

\[ \frac{d}{dt} x = f(x, t). \] (1)

In this case every component of \( x \) is assumed to be subjected to stochastic uncertainties, i.e. the initial values follow a stochastic distribution. The ODE itself is considered deterministic. As shown in [13] this formulation also covers an ODE with stochastic parameters, which are treated as independent and constant additional states.

1.1 Stochastic Modelling

The most general way to describe the uncertain state vector \( x \) is to impose a stochastic distribution on them. Then any fixed combination of the states is mapped to a multivariate probability density function \( \rho(x) \). Within \( \rho \) correlations between different components of \( x \) can be described.

If an initial distribution is defined, the Fokker-Planck equation [23] describes its time evolution of the density distribution. Its diffusion term describing white noise in the ODE is omitted here, since 1 is considered deterministic. Thus the Fokker-Planck equation

\[ 0 = \partial_t \rho(z, t) + \sum_{i=1}^{D} \frac{\partial}{\partial z_i} \left[ f_i(t, z) \rho(z, t) \right] \] (2)
describes the time evolution of the probability density with respect to the problem (1). It reformulates an ODE with stochastic initial values into a partial differential equation (PDE) with as many partial derivatives as there are states in the ODE.

1.2 Solution Strategies

As a solution for stochastic problems the Monte Carlo method (cf. [28], [24]) provides an obvious strategy. The non-intrusiveness makes the application rather straightforward. The proof of convergence is based on the central limit theorem (cf. [6]) and only guarantees stochastic convergence to zero for the deviation of the estimated probability from the accurate probability \( \Delta p \) for an event. Its order of convergence of \( \Delta p \sim 1/\sqrt{n} \) is frequently sufficient for events with a large probability but not suitable for evaluating a probability density, where high accuracy is desired.

Finite volume schemes, e.g. described in [10] and [11], provide a solution for the PDE (2) and provide deterministic error bounds. Since equation (1) already determines the characteristic directions, an update step can be performed efficiently. Still the number of cells and with it memory consumption and computation time grows exponentially with the number of dimensions \( D \) of the problem. In practice this “curse of dimensionality”, a term coined in [1], limits the application of finite volume methods to equation (2) to very small problems as a matter of principle.

Another approach to solve (2) stems from the class of particle methods, cf. [22], [12]. Applied to stochastic problems the algorithm was described in [8] proposing normal distributions as basis functions. Related are multiple spawning methods, cf. [2], which also use Gaussian functions to decompose a probability density. These methods were historically used to perform quantum mechanical calculations, e.g. to find the solution of the time dependent Schrödinger equation.

In [27] it was noted that a previous implementation in [8] made two related assumptions, which cannot always be fulfilled. Firstly Gaussian basis functions are not necessarily independent and secondly the variance of a Gaussian is not necessarily small compared to the length over which it potentially changes. The propagation of the Gaussian basis functions by minimizing methods, which avoid these restrictions, were introduced in [27].

In [15] and [16] a mechanism was proposed to increase and decrease the number of basis functions according to a predetermined tolerance and hence to adapt the decomposition to nonlinearities in the ODE. After applying this methodology to problems of molecular dynamics, in [29] it was also used to describe stochastic uncertainties in macroscopic fields.

The method relies on a stochastic estimation of the current global residual by an adapted Monte Carlo sampling. In [25] it was noted that since both the adaption and the error control rely on the same sampling procedure, relatively large residuals may stay undetected.

The goal of this paper is to describe a new particle method which cures these drawbacks by separating the error control and the adaption of the Gaussian basis function. Applying global optimization allows to obtain deterministic error predictions. We will propose an efficient estimator for the residual in the minimization step which is adapted according to the global information. As a consequence we will be able to control the error in a deterministic way.

2 Gaussian Based Particle Method with Deterministic Error Control

To represent the probability density at any point of time by mesh independent particles, the density is decomposed into a number \( N \) of multivariate Gaussian basis functions described by parameters \( p \), i.e.

\[
\rho_p(x) = \sum_{i=1}^{N} y_i e^{(x-x_i)^T G_i (x-x_i)}. \tag{3}
\]

The shape matrices \( G_i \) may require a predefined structure to the single Gaussian basis function. The most simple form would be an identity matrix multiplied by a single standard deviation \( \lambda_i \), as proposed in [16]. More parameters may be introduced into the shape matrices, e.g. proposed in [14], as long as the \( G_i \) stay positive definite. The longer the parameter vector becomes, the longer the optimization process will take. But if the overall density can be described by fewer basis functions, this may still speed up the overall process.

Typically different states of the problem have uncertainties of a different order of magnitude. Under this assumption individual inverted variances are necessary for each dimension of the problem. This leads to

\[
G_i = \begin{pmatrix}
\lambda_{i1} \\
\vdots \\
\lambda_{iD}
\end{pmatrix}, \tag{4}
\]

as definition for the shape matrix in use. Then the parameter vector becomes

\[
p = [y_1, \ldots, y_N, x_1, \ldots, x_N, \lambda_{11}, \ldots, \lambda_{1D}, \lambda_{21}, \ldots, \lambda_{2D}, \ldots, \lambda_{N1}, \ldots, \lambda_{ND}] \tag{5}
\]
Fig. 1 A smooth cosine decomposed using sample points compared to a decomposition using a combined approach. On the left the shape of the cosine (black) is shown along with the decomposition (blue) and the shapes of the approximating basis functions (green). On the right the local residual (blue) is shown. The sample points are given as crosses.

For the initialization phase as well as for the time evolution the adaption of the Gaussian particles is based on minimization of a residual $\epsilon$

$$p : \min_p \epsilon(p),$$

where $\epsilon(p)$ describes the deviation from a density or the spatial error for a time step. The precise formulation depends on the corresponding step of the algorithm and will be given in what follows.

### 2.1 A Fully Error Controlled Initialization Process

To decompose the initial density $\rho_0$ into a sum of Gaussians (3), the residual $\epsilon_{ini}$ describes the deviation of (3) from the desired density distribution $\rho_0$

$$\epsilon_{ini}(p) = \|\rho_{approx}(x, p) - \rho_0(x)\|.$$  

The aim is to minimize it until a prescribed tolerance $\hat{\epsilon}_{\text{spatial}}$ is met by choosing a suitable parameter vector $p$. New Gaussians are added if no combination of the components of $p$ fulfills $\epsilon_{ini} < \hat{\epsilon}_{\text{spatial}}$. For this optimization process a Gauss-Newton method is proposed in [16] or a Nelder-Mead scheme (cf. [20]) in [14]. In our experiments we typically use a Nelder-Mead scheme. Even though this heuristic method does not guarantee a global minimum, it frequently recovers from local minima and turns out to be suitable for finding good parameter combinations $p$.

The difficulty is to describe the norm for the whole domain appropriately. One approach is to consider the 2-norm, as described in [15], and to approximate it with a number of sample points $x_i$, $i = [1, ..., N]$ following a water level distribution such that

$$\epsilon_{ini,\text{sampled}}(p) = \sqrt{\sum_{i=1}^{N} (|\rho_{approx}(x_i, p) - \rho_0(x_i)|)^2}$$
where \( \rho_{\text{approx}}(x_1, p) = \rho_p(x_1) \). It gives a continuously differentiable topology for \( \epsilon_{\text{ini}}(p) \), such that the optimization \( \min_p \epsilon_{\text{ini, sampled}} \) can be solved efficiently. However, if the initial sampling does not cover small regions with a large local residual, this will not be reflected in the optimization. Typically local residuals will become large in areas, where they are not measured but small at the sample points. Hence the overall residual will be much larger than the predicted one.

With a new Gaussian at the sample point with the largest local residual, additional sample points in its vicinity are proposed in [16]. This, however, leads to additional Gaussians and sample points in regions, where the measured residual is largest, leaving even larger residuals in other regions undetected.

Another drawback of using sample points chosen following a water level distribution is that to represent the domain well, i.e. to have at least a number \( n \) of sample points within a given radius, the number \( N \) of sample points is growing exponentially with respect to the number of dimensions \( D \), as derived in [3]. Hence the calculation time for a method using evenly distributed sample points grows with the same order as for a grid based method.

A way out provides use of global optimization. An example of the deterministic algorithms is the multivariate method of divided rectangles (DIRECT, cf. [17], [5]) that belongs to the group of Lipschitzian optimization method (cf. [26]). As a non-deterministic but very reliable and highly efficient algorithm in [30] particle swarm optimization (PSO, cf. [18], [19]) was proposed. It can be observed that the PSO deals well even with difficult topologies and leads to a high detection rate, even if multiple distinct local minima are present. Then the residual is directly computed as

\[
\epsilon_{\text{ini, max}}(p) = \max_x |\rho_{\text{approx}}(x, p) - \rho_0(x)|.
\]

There are two drawbacks of this definition. Firstly the resulting topology may not be continuously differentiable any more and secondly there is still the possibility of the optimization algorithm to fail which may lead to distinct local minima. In addition global optimization is too expensive to be used within an optimization loop.

But the advantages of both ways can be combined. Global optimization is used to identify the location \( x_{\text{max}} \) of the maximum residual \( \epsilon_{\text{ini, max}} \). Then sample points are added in the vicinity \( x_{\text{max}} \) and a new Gaussian is fitted. The standard deviation \( \sigma_{\text{estimate}} \) of the new Gaussian as well as the radius in which to add new sample points is determined by searching the minima \( x_{j, \text{min}} \) surrounding \( x_{\text{max}} \) using a steepest decent method starting from points close to \( x_{\text{max}} \). For the search the residual

\[
\epsilon_{\text{ini, min}}(x) = \begin{cases} 
\rho_{\text{approx}}(x, p) - \rho_0(x) & \text{if } \rho_{\text{approx}}(x_{\text{max}}, p) - \rho_0(x_{\text{max}}) > 0 \\
\rho_0(x) - \rho_{\text{approx}}(x, p) & \text{if } \rho_{\text{approx}}(x_{\text{max}}, p) - \rho_0(x_{\text{max}}) \leq 0
\end{cases}
\]

is considered. Then

\[
\sigma_{\text{estimate}} = \frac{1}{N_{\text{vicinity}}} \sum_{j=1}^{N_{\text{vicinity}}} \|x_{\text{max}} - x_{j, \text{min}}\|^2
\]

usually gives a good estimate of the standard deviation. It is used to calculate an initial value for all diagonals in 4. It should be noted that in several cases this may lead to a strong underestimation of the variance for some states. Experience shows that this does not harm the optimization step afterwards.
In addition sample points $x_i$ are chosen according to a probability

$$P_{i,rm} = 1 - \frac{\epsilon(x_i) + \sigma_{glob}}{1 + 2\sigma_{glob}}$$

(12)

to be added to a pool of sample points, from which a given number are removed after each step. The probability $P_{i,rm}$ depends on the local residuals $\epsilon(x_i)$ relative to the maximum residual $\epsilon_\infty = \max_i \epsilon(x_i)$. This process reminds of the evaporation of sample points. The evaporation constant $0 \leq \sigma_{glob} \leq \infty$ defines the strength of the evaporation process and its dependency on the local residuals.

Figure 1 shows the improvement of this combined approach for the adaption of a sum of up to 50 Gaussians to a cosine shaped target density distribution. Since the algorithm adapts the sample points to areas with large residuals, they mostly cluster at the sides where the topological differences to a Gaussian shape is largest. The overall residual achievable with 50 Gaussians is lowered by an order.

### 2.2 Single Directional Optimization

The gradient of $\epsilon_{\text{resample}}$ with respect to $p$ shows some remarkable structure, depending on the point of linearization. Figure 2 shows the influence of different components in $p$ on the residual. In general the influence of the amplitude and the variance show one single and distinct minimum of the residual, even though with entirely different shape. The influence of the location reflects the shape of the local residual with respect to the position $x$. For a gradient based optimization these differences may lead to a large condition number of the Jacobian.

In general it turns out that the components of $p$ behave locally independent. Examples are given in Figure 3. This means that the components of $p$ can be optimized independently, which has another advantage: If the situation becomes unsuitable for optimization, it can be treated independently for every component in $p$. In doubt a single component is not optimized at all. For example an optimization of the variance or the location does not make sense, if the amplitude is close to zero. An adaption of the position is in general not meaningful, if the diagonals $\lambda_{ij}$ in the shape matrix $G_i$ become close to zero. These observations lead to

**Algorithm 1** Single Directional Optimization (SDO)

1. Treat every Gaussian $i = [1, ..., N]$ separately and in each step chose one. In case a new Gaussian was added with only roughly estimated initial values, it is optimized first.

2. For each Gaussian $i$ chose first the amplitude, then the inverted variances, then rotational angles or other properties if present and then the positions.

3. Minimize the residual with respect to each of them in that order and modify the overall parameter vector

   $$p(i)_{\text{new}} = p(i) : \min_{p(i)} (\epsilon_{\text{resample}}(p))$$

   (13)

   with the obtained result. If the result is not within expected limits, do not take the result of the optimization into account.

4. Restart from the beginning at item 2. If the influence vector does not change significantly any more, go back to step 1 and chose the next Gaussian. If the last Gaussian is reached, restart with the first one for another loop. If $p$ does not change significantly any more, the optimization is finished.

The algorithm is inspired by human behaviour to keep the overall status quo and to optimize locally only. With many Gaussians interacting no global changes are achieved. Usually it needs less than five loops to reach convergence.

### 2.3 Initialization Process

It should be noted that it is enough for the algorithm to find a sufficiently good $p$, such that the density is represented well by a low number of Gaussians. $p$ does not need to be globally optimal, which usually would be too expensive to achieve. This leads to the following

**Algorithm 2** Initialization process for GBP-DEC

1. Use DIRECT or PSO to find the global maximum of the residual $\epsilon_{\text{resample}}^2(x_{\text{out}}) = \max_x (\rho_0(x) - \rho_{\text{approx}}(x))^2$.

2. If the residual is sufficiently small, e.g. $\epsilon_{\text{resample}} \leq \epsilon_{\text{spatial}}$, the decomposition is finished, otherwise proceed.
3. Use the argmax \( x_{\text{new}} \) as new center point for an additional Gaussian. The amplitude is \( y_1 = \rho_0(x_{\text{new}}) - \rho_{\text{approx}}(x_{\text{new}}) \).

4. Remove a number of sample points according to equation (12). Add new sample points in the vicinity of the new Gaussian function.

5. Optimize the additional Gaussian and then the other basis functions using single direction optimization, i.e. Algorithm 1, and proceed with step 1.

2.4 Time Evolution

Elements of Algorithm 2 are directly used for time integration. In [15] the trapezoidal rule

\[
\rho(t + \tau) - \frac{\tau}{2} \dot{\rho}(t + \tau) = \rho(t) + \frac{\tau}{2} \dot{\rho}(t)
\]

with a time step \( \tau \) is proposed for integration and with \( \dot{\rho} \) calculated numerically from the Fokker-Planck equation (2). It gives the residual

\[
\epsilon_{\text{spatial}} = ||\rho(x, t + \tau) - \frac{\tau}{2} \dot{\rho}(x, t + \tau) - \rho(x, t) - \frac{\tau}{2} \dot{\rho}(x, t)||
\]

for equation (6), which should be smaller than a prescribed spatial tolerance \( \tilde{\epsilon}_{\text{spatial}} \). According to the initialization process the norm in (15) can be described by an approximated 2-norm

\[
\epsilon_{\text{spatial,sampled}} = \sqrt{\sum_{i=1}^{N} |\rho(x_i, t + \tau) - \frac{\tau}{2} \dot{\rho}(x_i, t + \tau) - \rho(x_i, t) - \frac{\tau}{2} \dot{\rho}(x_i, t)|^2}
\]

or the maximum norm

\[
\epsilon_{\text{spatial,max}} = \max_x |\rho(x, t + \tau) - \frac{\tau}{2} \dot{\rho}(x, t + \tau) - \rho(x, t) - \frac{\tau}{2} \dot{\rho}(x, t)|
\]

determined by global optimization. Prior to use (16) for the first time after the initialization, the sample points have to be redistributed, since their location is optimized for the residual with respect to the initial density and not to the residual due to (1).

In [16] a time step adaption is proposed, which uses a comparison step of a different order, e.g.

\[
\dot{\rho}(t + \tau) = \rho(t) + \tau \dot{\rho}(t)
\]

and leads to

\[
\tau_{opt} = \sqrt{\frac{\sigma_{\tilde{\epsilon}_t}}{\epsilon_t}} \tau_{old}
\]
Starting the Time Evolution Optimization Process: The sample points from the initialization do not fit to the residual defined by the trapezoidal rule (a). They are redistributed and a linear step is performed (b). Since the degrees of freedom in the shape matrix are limited to its diagonal elements, nonlinearities cannot be captured by the linear analysis. The optimization step (c) improves the residual by an order of magnitude.

for a target residual $\hat{\epsilon}$, and a factor of safety $0 < \sigma < 1$. The residual in between the two steps of different order is calculated by a global optimization step

$$\hat{\epsilon} = \sqrt{\max_x (\rho(t+\tau) - \hat{\rho}(x,t+\tau))^2}. \quad (20)$$

If the time step becomes smaller, the spatial accuracy needs to be adapted, i.e.

$$\hat{\epsilon}_{\text{spatial}} = \hat{\epsilon} \cdot \tau. \quad (21)$$

Prior to the adaption a linear step

$$y_i(t+\tau) = y_i(t) - \tau y_i(t) \text{trace}(J_f) \quad (22)$$

$$x_i(t+\tau) = x_i(t) + \tau f(x_i(t), t) \quad (23)$$

$$G_i(t+\tau) = G_i(t) - \tau (J_f G_i(t) + G_i(t) J^T_f). \quad (24)$$

is performed in [15]. It is derived by performing a first order Taylor expansion for equation (1), applying it to (2) and separating terms of the same order. If the density is only represented by very few Gaussians and there is only a limited number of degrees of freedom in the shape matrices, the effect of the linear step on the shape matrices and hence on the residual is usually small. But the adaption of amplitude and center points leads a better starting value for the optimization. It should be noted that while the linear step linearizes equation (1), the trapezoidal rule uses the unmodified equation (1) but approximates the evolution of $\rho(x,t)$. Thus the drift term of (2) is linearized in time and large movements of the density may lead to a residual. This effect, however, vanishes quickly for small movements as controlled by equation (19).

### 2.5 The GBP-DEC Algorithm

If the residual cannot be improved by using (16) for optimization, more sample points and eventually more Gaussians are added, cf. [15]. It can be checked, whether the evaluation of (17) can be improved by optimizing (16) with more sample points only. If this is the case, the number of sample points was not sufficient in the previous step. Otherwise (1) shows nonlinearities, which require more Gaussians basis functions. This procedure is called spawning. The number of sample points is reduced automatically in the following time steps by the application of (12). The suggestion in [27] is used to prune the number of Gaussians if the amplitude is too low and if any two Gaussians with the same variance have almost the same location. Pruning is not essential for convergence as it is for the methodology described in [15], since SDO requires no evaluation of a Jacobian matrix. Still it is useful to eliminate useless Gaussians for performance reasons. Pruning may also be applied for the initialization phase, where dependencies can occur due to insufficient sampling and lead to dependent Gaussians.

The above considerations lead to the new

**Algorithm 3** Gaussian Based Particle method with Deterministic Error Control (GBP-DEC)
1. Start the algorithm with a decomposition achieved using Algorithm 2.

2. Redistribute sample points.

3. Start the algorithm at \( t = 0 \).

4. Perform a linear step (22), (23), (24) for the parameter vector \( p \) to obtain an initial guess \( p_{\text{new}}(t + \tau) \).

5. Compute a new parameter vector \( p_{\text{new}}(t + \tau) \) by applying the residual (16) to the optimization (6), i.e.

\[
p_{\text{new}}(t + \tau) : \min_p \epsilon_{\text{spatial, sampled}}(p).
\]

6. Perform a pruning step.

7. Compute the residual \( \epsilon_{\text{spatial, max}} \) by using DIRECT or PSO methods for (17) and also obtain the \( \text{argmax} x_{\text{max}} \). If the residual obtained previously could not be lowered for the optimized \( p_{\text{new}}(t + \tau) \) in step (5), add sample points close to the location of the identified maximum and repeat step (5). Allow a slightly larger residual (e.g. 5\%) in the next step as a relaxation factor for \( \epsilon_{\text{spatial, max}} \) in case the correct value was not found in the previous step.

8. If the residual is smaller than \( \hat{\epsilon}_{\text{spatial}} \), proceed to step (13), otherwise go on for the spawning procedure.

9. Calculate the variance of the additional Gaussian by applying equation (11).

10. Add new sample points within the variance around the new sample point at \( x_{\text{max}} \). Add the Gaussian there as well with the estimated variance and the residual as amplitude.

11. Optimize the new Gaussian only and proceed with step 5.

12. Calculate \( \tau_{\text{opt}} \) according to equation (19). Check whether time step \( \tau_{\text{old}} = \tau \) has been correct and adapt \( \text{TOL}_x \) according to (21).

13. If the last time step \( \tau_{\text{old}} \) was too large, revert the changes from the last time step and proceed with step (5) again using \( \tau = \sigma \tau_{\text{opt}} \). Otherwise, if the final time of the simulation is not yet reached, set \( p = p_{\text{new}}(t + \tau) \) and \( t = t + \tau \) and proceed with step (4).

A typical course of the algorithm can be seen in Figure 4, where in the first steps are visualized. The linear step has seemingly little influence but improves the structure of the Gaussians for the optimization e.g. by adjusting their center positions. The crucial step is the optimization according to equation 25 in Algorithm 3, where the improvement becomes visible.

### 3 Example Applications

Two examples are given to show advantages and disadvantages of the GBP-DEC approach. The first one describes a relatively well behaving nonlinear oscillatory motion with large spatial movements. The second shows a strong nonlinearity and is intended to demonstrate the algorithms behavior close to its limitations.

#### 3.1 Oscillating Motion

The phugoid motion of an uncontrolled glider can be described by

\[
\dot{v} = -g \sin(\theta) - R \frac{v^2}{m}
\]

\[
\dot{\theta} = A \frac{v}{m} - \frac{g}{v} \cos(\theta)
\]

using the assumption of small angles. The states of the ordinary differential equation are the velocity \( v \) and the pitch angle \( \theta \). The other variables, i.e. the aerodynamic lift \( A \) and friction constant \( R \), are assumed to be deterministic and chosen such that a low frequency of about 0.05 Hz is obtained. The initial states are assumed to be uncertain. In this example a typical bound derived from engineering judgement or previous analysis is assumed to be \( \theta \in [-0.025, 0.025] \) and \( v \in [103.6, 106.4] \). Assuming further, that this bound comprises more than 95\% of all occurrences, e.g. larger or smaller parameter values are possible but very rare, the variances \( \sigma \) are \( \sigma_v \approx 0.5 \frac{m}{s} \) and \( \sigma_\theta \approx 0.009 \text{rad} \), respectively. Using these values, a Gaussian distribution in two dimensions is used as initial value for problem (26)-(27).

Using this initial stochastic distribution the GBP-DEC is performed and compared to other methods, i.e.
After a second of simulation time the linear methods still give a reasonable result. The other methods confirm this result as density but matches the result within the prescribed accuracy.

Table 1 summarizes typical results. Since the initial distribution is given, an exact result is available for comparison at \( t = 0 \) and matched by the linear methods. Since the gradient is relatively steep, the finite volume method needs a very fine resolution to match the value. Monte Carlo shows a significant variance in the results. GBP-DEC tends to overestimate the density but matches the result within the prescribed accuracy.

After a second of simulation time the linear methods still give a reasonable result. The other methods confirm this result as well. The scatter in the Monte Carlo method is unchanged.

Severe differences become visible after 10 seconds of the simulation time. The linear methods are not suitable any more. Numerical diffusion leads to a significant overestimation of the density for the finite volume methods. Since the gradient is steep at the location, where the density is calculated, the Monte Carlo method is expected to underestimate the density slightly. GBP-DEC shows a low scatter in the results. However, it should be noted that a bias within the prescribed accuracy is possible.

The calculation time for the GBP-DEC is about seven times larger but with only about a tenth of the scatter.

### 3.2 Ordinary Differential Equations with a Large Nonlinear Contribution

If nonlinearities become too large, the resulting distribution cannot be approximated accurately within the error bounds by Gaussian basis functions any more. In this case particle methods are no more suitable. For example the equations

\[
\dot{x}_1 = 0.1 x_1 \\
\dot{x}_2 = e^{-\frac{(x_2+5)^2}{20}} - 0.1 x_1^2
\]
describe a flow field, which is highly nonlinear in the second state $x_2$ with increasing $|x_1|$. Equation (28), however, ensures a linearly increasing $|x_1|$. The probability density evolves well-behaving at the beginning but then the nonlinearities become stronger on the left and on the right side of the density.

GBP-DEC is applied to a probability density centred at the origin and behaves as expected. Figure 5 shows the distribution evaluated at $t = 0.85$. At this time the number of Gaussians needed to proceed quickly increases towards infinity and the algorithms slows down. The time step gets smaller leading to a lower spatial tolerance according to (21). GBP-DEC comes to a stop as it is supposed to.

If the error bound were only approximated with sample points using (16), the algorithm would proceed without observing large local residuals. Hence, the global search (17) allows to detect situation, where a particle method is not applicable.

### 4 Conclusion and Way Ahead

Particle methods with Gaussian basis functions provide an efficient way of solving stochastic ordinary differential equations with the Fokker-Planck equation directly. Advances in global optimization are used here to determine residuals during the adaption of the particles to a new time step. The information gathered from the global optimization is used to adapt an efficient estimator for the residual using sample points. This adaption allows to break the exponential behaviour, the sampling approach otherwise has.

Even though the course of the GBP-DEC is not deterministic, the error control is. This is a novel feature of the GBP-DEC method which was not available in previous approaches, notably the TRAIL method [16]. If there is no solution to (1) with a low number of Gaussians, GBP-DEC can observe this, while previous implementations would have progressed without any control.

A significant drawback of GBP-DEC is the strong computational effort. Parallelization is tested for the evaluation of the sample points and works well for later stages of the algorithm and was tested up to 16 cores.

For the optimization of the Gaussian basis functions represented by the parameter vector $p$ single directional optimization is applied and keeps the optimization problem well conditioned even for a large number of basis functions. It further gives the possibility to optimize different components in $p$ on different CPUs. The memory consumption is extremely low for this method.

The most difficult part of the algorithm is a sufficiently good and efficient approximation of the norm (16). Especially at the beginning the single directional optimization behaves rather inflexible to correct inefficient placements of Gaussians. Hence a two phase approach, where first all Gaussians are optimized at once before single directional optimization is activated, may further improve computation time. Since in later stages most changes have local effect only, the adaption may be considered spatially local only and parallelized further. Another approach noted in [9] might be to predecompose Gaussians before the linear step is performed such that its accuracy is increased and fewer optimization steps are necessary. This will be part of future work.
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