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Abstract

The aim of this paper is to present a new well-balanced finite volume scheme
for two-dimensional multilayer shallow water flows including wet/dry fronts.
The ideas, presented here for the two-layer model, can be generalized to a
multilayer case in a straightforward way. The method developed here is con-
structed in the framework of the Finite Volume Evolution Galerkin (FVEG)
schemes. The FVEG methods couple a finite volume formulation with evo-
lution operators. The latter are constructed using the bicharacteristics of
multidimensional hyperbolic systems. However, in the case of multilayer
shallow water flows the required eigenstructure of the underlying equations
is not readily available. Thus we approximate the evolution operators numer-
ically. This approximation procedure can be used for arbitrary hyperbolic
systems. We derive a well-balanced approximation of the evolution operators
and prove that the FVEG scheme is well-balanced for the multilayer lake at
rest states even in the presence of wet/dry fronts. Several numerical experi-
ments confirm the reliability and efficiency of the new well-balanced FVEG
scheme.

1 Introduction

The shallow water equations are widely used for nearly horizontal flows with constant
density. They can be derived as a depth-averaged form of the Navier-Stokes equations,
see, e.g. [32]. However for modeling of stratified flows at least two layers of fluids have to
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be distinguished. Such flows arise typically in oceanography for example at the Strait of
Gibraltar. Here the upper layer corresponds to the lighter Atlantic whereas the lower one
to the denser Mediterranean water. The upper and lower layer are mixed developing an
intermediate layer of mixed water. In a simplified mathematical model one can omit the
intermediate layer that yields the two-layer shallow water system. This system belongs
to a class of general balance laws in a non-conservative form, i.e.

Wt + divF (W ) = B(W ) + C0(W )∇σ(x) +
n∑
l=1

Cl(W )∇Wl. (1)

The term
∑n

l=1Cl(W )∇Wl describes the non-conservative part. Indeed, it becomes
conservative as soon as the columns of

∑
l Cl have potentials. Moreover, if W is discon-

tinuous the product does not have sense even in the distributional form and further clar-
ification is necessary, cf. [19, 37]. We assume that F := (f1, . . . , fd), σ and B,C0, . . . , Cn
are smooth functions on their respective domains.
We are interested in a numerical approximation of the solution of (1) on Ω ⊆ Rd in
the time interval T := (t0, tf ] subject to some initial and boundary conditions. The
conservative variables W : Ω × T → Rn are considered to take their values in an open
and convex subspace of Rn. In the special case Ω ⊆ R2 we will write the coordinate
vector as (x, y)T instead of (x1, x2)T .
Taking earth’s rotation and bottom topography into account the aforementioned flows
can be modeled by the following system of two-layer shallow water equations

W :=



h1

h1u1

h1v1

h2

h2u2

h2v2

 , F (W ) :=



h1u1 h1v1

h1u
2
1 + g

2h
2
1 h1u1v1

h1u1v1 h1v
2
1 + g

2h
2
1

h2u2 h2v2

h2u
2
2 + g

2h
2
2 h2u2v2

h2u2v2 h2v
2
2 + g

2h
2
2

 ,

B(W ) :=



0
fh1v1

−fh1u1

0
fh2v2

−fh2u2

 , C0(W ) :=



0 0
−gh1 0

0 −gh1

0 0
−gh2 0

0 −gh2

 ,

C1(W ) :=



0 0
0 0
0 0
0 0

−rgh2 0
0 −rgh2

 , C4(W ) :=



0 0
−gh1 0

0 −gh1

0 0
0 0
0 0



(2)

with σ := b and C2 = C3 = C5 = C6 = 0. Denoting by S the physical source term due
to the Coriolis forces and the bottom topography, S = B(W ) + C0(W )∇σ(x), and by
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C(W ) the coefficients of nonconservative terms, (C(W ) · ∇)W =
∑n

l=1Cl(W )∇W, then
the system (1) can be also rewritten in a more compact form

Wt + divF (W ) = (C(W ) · ∇)W + S(x,W ).

Equivalently, we have
∂th1 + div (h1~u1) = 0,

∂t (h1~u1) + div
(
h1~u1~u

T
1

)
+ gh1∇(h1 + h2 + b) + fh1~u

⊥
1 = 0,

∂th2 + div (h2~u2) = 0,
∂t (h2~u2) + div

(
h2~u2~u

T
2

)
+ gh2∇(rh1 + h2 + b) + fh2~u

⊥
2 = 0,

(3)

Here hi, hi~ui := hi

(
ui
vi

)
represent the depth and discharge of i-th layer, respectively,

whereas ~u⊥i :=

(
−vi
ui

)
stands for counterclockwise rotated vector orthogonal to ~ui.

Subindex i = 1 stays for the upper, whereas i = 2 for the lower layer, respectively.
Function b denotes the time independent bottom topography, f is the Coriolis parameter
and g the gravitational constant. Set r := ρ1

ρ2
with ρi being the density of layer i and

ρ1 < ρ2. The situation is depicted in Figure 1.
In (3) we can notice three types of source terms. The term hi∇b arise from a bottom

x

z

b

h2u2

h1

u1

Figure 1: Two-layer shallow water model.

elevation. This term is well-defined as long as b is smooth enough. This means that the
products hi∂xb and hi∂yb are independent of the path chosen to represent discontinuities
in h1 or h2. Indeed, these products make then sense in the distributional framework. The
non-conservative pressure terms h1∇h2, h2∇h1 are due to the presence of an additional
layer. The effect of the Coriolis forces is modeled by fhi~u

⊥
i .

Summing up the momentum equations one obtains a conservative equation for the total
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momentum.

∂t(rh1u1 + h2u2) + div(rh1~u1~u
T
1 + h2~u2~u

T
2 ) +

1

2
g∇
(
rh2

1 + rh1h2 + h2
2

)
=

−g(rh1 + h2)∇b− f(rh1~u
⊥
1 + h2~u

⊥). (4)

However, the non-conservativity of the individual layers makes it nontrivial to give a
sense to the weak solution of (3). In [19] a definition of non-conservative products in
terms of a family of paths chosen in the state space is given in one spatial dimension.
Thus assuming a path is a-priori available a formulation of weak solutions and the
Rankine-Hugoniot condition can be deduced. Note, however, that the problem to choose
the right path, which should take additional physical considerations into account, can
be rather involved.
Using the concept of a weak solution for non-conservative hyperbolic systems the so-
called path-conservative schemes have been derived by Parés et al., cf. [34, 35, 16, 36]
and the references therein. We would like to mention that the effect of numerical viscosity
and its interplay with the non-conservative products is a very delicate problem, which
has been recently discussed in the literature extensively, see, e.g., [2, 10, 36]. Further
approaches to approximate numerically multilayer shallow water system can be found,
e.g., in [1, 4, 5, 7, 8, 13, 23].
The paper is organized as follows. In the next section the structure of the two layer
shallow water model will be investigated. Then we describe the numerical scheme in the
Section 3 beginning with the Finite Volume Evolution Galerkin framework. Hereafter
the discretization of the fluxes and sources are formulated. To have a self-consistent
paper, a brief overview of the theory of bicharacteristics is given in Subsection 3.3. The
Subsection 3.4 concentrates on the numerical approximation of the evolution operators.
In the Subsections 3.5-3.8 the well-balancing and the positivity preserving property of
our scheme is discussed. The last section is devoted to numerical experiments.

2 Two-layer shallow water equations

2.1 The system

For further investigations we rewrite (1) in a quasilinear form. After a possible change
of variables, W = T (V ), this form reads

Vt +

d∑
i=1

Jfi −
 n∑
j=1

C̃j(V )


i


︸ ︷︷ ︸

Ai:=

Vxi = B̃(V ) + C̃(V )∇σ =: s(∇σ, V ), (5)
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where the non-conservative products are added to the Jacobian matrices of the fluxes.
In the particular case of (3) we get

Vt +A1Vx +A2Vy = s(∇b, V ),

V =


ε
~u1

ω
~u2

 , A1 =



u1 ε− ω 0 u2 − u1 ω − b 0
g u1 0 0 0 0
0 0 u1 0 0 0
0 0 0 u2 ω − b 0
rg 0 0 (1− r)g u2 0
0 0 0 0 0 u2

 ,

s =


~uT2∇b
−f~u⊥1
~uT2∇b
−f~u⊥2

 , A2 =



v1 0 ε− ω v2 − v1 0 ω − b
0 v1 0 0 0 0
g 0 v1 0 0 0
0 0 0 v2 0 ω − b
0 0 0 0 v2 0
rg 0 0 (1− r)g 0 v2

 .

(6)

Here ω := h2 + b, ε := h1 + ω and the components of V are the so called equilibrium
variables for the lake at rest. The reader should be aware that we do not assume ε to
be small.
As long as V is smooth system (6) is equivalent to (3), however, (6) is more suitable for
the derivation of evolution operators and their numerical approximation. In particular,
for the lake at rest situation the velocities vanish. Thus the source term s becomes zero
and we are able to show the well-balance property for our scheme in an elegant way, see
Subsection 3.5.

2.1.1 Eigenvalues

System (5) is said to be (strictly) hyperbolic if for any vector η := (η1, . . . , ηd)
T ∈ Sd−1

the matrix pencil A(η) :=
∑d

i=1 ηiAi has only real (and distinct) eigenvalues and a full
set of corresponding linearly independent eigenvectors. The eigenvalues are then the
roots of the characteristic polynomial det (A(η)− λI), with I the n×n identity matrix.
In the particular case of (6) the characteristic polynomial reads

p(λ, η) = p1(λ, η) · p2(λ, η) (7)

= (ηT~u1 − λ)(ηT~u2 − λ)︸ ︷︷ ︸
=:p1(λ,η)[(

(ηT~u1 − λ)2 − ‖η‖22gh1)
) (

(ηT~u2 − λ)2 − ‖η‖22gh2)
)
− ‖η‖42rg2h1h2

]︸ ︷︷ ︸
=:p2(λ,η)

The roots of p1, λ2/5 := ηT~u1/2, generate linearly degenerated characteristic fields (cf.
(9)). For p2 the roots have a complicated structure and are useless for most analytical
considerations. However, it can be shown that p2 has two real and two possibly complex
roots. For this to see note that deg(p2) = 4 with leading order coefficient being one and
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p2(ηT~ui ±
√
ghi) < 0. Next, consider λmax(η) to be the local maximum of p2, then by

elementary calculus we get

(6) is hyperbolic ⇐⇒ ∀η : p2(λmax(η), η) > 0.

Since p2 is a polynomial of degree four its roots can in general be computed, see e.g.
[41]. Thus setting

T :=
1

3

((
ηT (~u1 − ~u2)

)2 − g (h1 + h2)
)
,

C1 := T + g (h1 + h2) ≥ 0,

C2 := T 2 +
4

3
g2h1h2(1− r) ≥ 0,

C3 := T 3 − 2g2h1h2 [(2 + r)T + rg (h1 + h2)] ,

D :=

√√√√√C1 +

(√
C2

3 − C3
2 + C3

)1/3

+
C2(√

C2
3 − C3

2 + C3

)1/3
,

K1/2 :=

√
3C1 −D2 ∓ 2g (h1 − h2) (ηT (~u1 − ~u2))

D
,

we get the roots of p2 in a closed form

λ1 =
1

2
ηT (~u1 + ~u2)− 1

2
(D +K1) ,

λ3 =
1

2
ηT (~u1 + ~u2) +

1

2
(D +K2) ,

λ4 =
1

2
ηT (~u1 + ~u2)− 1

2
(D −K1) ,

λ6 =
1

2
ηT (~u1 + ~u2) +

1

2
(D −K2) .

The eigenvalues λ4/6 are those that possibly become complex. Thus it is clear that

=(D) = −=
(
K1/2

)
,

where = denotes the imaginary part of D. This proves the following

Lemma 2.1
The two-layer shallow water system (6) is hyperbolic if and only if

∀η : =(D) = 0, D 6= 0.

There seems to be a well accepted indicator in one spatial dimension for when system
(3) is hyperbolic

(u1 − u2)2 < (1− r)g(h1 + h2).
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However, this inequality is derived by assuming 1 − r and u1 − u2 to be small and
expanding p2 using these quantities up to order one. In contrast Ovsjanikov [33] has
analyzed the two-layer system by rewriting p2 to a simpler form and revealed that it is
indeed also hyperbolic when the difference in velocities is “big enough”. In particular,
if r = 1, it follows that p2 has only three distinct roots if ηT (~u2 − ~u1) = 0, two if
0 < |ηT (~u2 − ~u1)| < C and four if |ηT (~u2 − ~u1)| ≥ C, for some constant C > 0. This
behavior can also be seen when considering D.
The roots of p1 describe the speed of advection waves. The two real roots of p2 are
connected to the fast external gravitational waves and bound the other four eigenvalues,
provided the latter are all real. The possibly complex eigenvalues are connected to the
internal gravitational waves and in the real case they are bounded by ηT~ui ±

√
ghi.

The situation where the internal eigenvalues become complex is linked to the Kelvin-
Helmholtz instabilities. Indeed, in this case the distinct layers begin to mix. There are
several approaches how to deal with such situations. In [7] the authors split the system
to obtain two hyperbolic systems of shallow water equations that have only real roots.
In [13] additional friction terms simulate the loss of momentum due to the friction effects
between layers. In [12] the authors introduce an additional layer at the interface with
density defined by a particular superposition of the densities of the starting layers to
model the mixing effects. In the present paper we will only deal with the situation of
immiscible layers and flows which are hyperbolic.
Generalization of the first order approximations from [38] in ηT (~u2 − ~u1) and 1 − r of
the external eigenvalues are given by

λ±ext := um ±
√
g(h1 + h2), um := ηT

h1~u1 + h2~u2

h1 + h2
. (8)

Note that these approximations are only valid when ~u1 ≈ ~u2 and r ≈ 1.
To complete the discussion we present without a proof the so-called ray velocities, that
will be needed in the Section 3.3. Let us recall that the ray velocities are the velocities
with which the point on the bicharacteristic moves in the (x, y) plane.

∇ηλ1 = mP,1 −
1

2
η (D +K1) ,

∇ηλ3 = mP,3 +
1

2
η (D +K2) ,

∇ηλ4 = mP,4 −
1

2
η (D −K1) ,

∇ηλ6 = mP,6 +
1

2
η (D −K2) .
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Here we have used the following notation

mP,i := η⊥ ·
(
η⊥
)T

(ν1,i~u1 + ν2,i~u2) + η · ηT
(

1

2
~u1 +

1

2
~u2

)
,

ν1,i := −
2
{(
ηT~u2 − λi

)2 − gh2

}(
ηT~u1 − λi

)
∂λ p2(λ, η)|λ=λi

,

ν2,i := −
2
{(
ηT~u1 − λi

)2 − gh1

}(
ηT~u2 − λi

)
∂λ p2(λ, η)|λ=λi

.

2.1.2 Eigenvectors

Since the eigenvectors of (6) can be formulated in a closed analytical form, we can
compute them having obtained the corresponding eigenvalues. For the roots λ2/5 :=

ηT~u1/2 of (7), i.e. the roots of p1, the corresponding right and left eigenvectors are

(
l2η
)T

= r2
η =


0
−η⊥

0
0

 ,
(
l5η
)T

= r5
η =


0
0
0
−η⊥

 . (9)

For the remaining eigenvalues λj , j = 1, 3, 4, 6, the right eigenvectors are

rjη =
((
ηT~u2 − λj

)2 − gh2

)
h1

−η
(
ηT~u1 − λj

)
0
0

+ grh1


h2

0
h2

−η
(
ηT~u2 − λj

)
 , (10)

whereas the left eigenvectors ljη can be deduced to be

Λjl
j
η =

1

h1


−
(
ηT~u1 − λj

)
ηh1(

ηT~u1 − λj
)

0


T

+

(
ηT~u1 − λj

)2 − gh1

grh1h2


0
0

−
(
ηT~u2 − λj

)
ηh2


T

(11)

with

Λj :=
∏

i∈{1,3,4,6}\{j}

(λi − λj) = ∂λ p2(λ, η)|λ=λj

= −2
(((

ηT~u1 − λj
)2 − gh1

) (
ηT~u2 − λj

)
+
((
ηT~u2 − λj

)2 − gh2

) (
ηT~u1 − λj

))
.

2.2 Steady state solutions

If ∂t(h1, h1~u
T
1 , h2, h2~u

T
2 )T = 0 we say that the solution of (3) is stationary. A scheme

preserving a particular stationary solution is called well-balanced. For (3) written in
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primitive variables the stationary solutions are those fulfilling
div (h1~u1) = div (h2~u2) = 0,

( d
dx~u1)~u1 = −g∇(h1 + h2 + b)− f~u⊥1 ,

( d
dx~u2)~u2 = −g∇(rh1 + h2 + b)− f~u⊥2 ,

(12)

If we consider solutions to be constant along the streamlines ∂t+~u
T
i ∇, i.e. (∂t+~u

T
i ∇)hi =

(∂t + ~uTi ∇)~ui = 0 for i = 1, 2, then (3) simplifies to
h1 div (~u1) = h2 div (~u2) = 0,
g∇(h1 + h2 + b) = −f~u⊥1 ,
g∇(rh1 + h2 + b) = −f~u⊥2 ,

(13)

These are the conditions of the geostrophic equilibrium.
Physically (13) means that in the particular domain the velocities are conserved. More-
over, the direction of steepest descent of the surface ε, respectively the modified surface
ε̂ := rh1 + h2 + b, is orthogonal to the velocity fields ~u1, respectively ~u2. Additionally,
since

g~uT1∇ε = −~uT1 ~u⊥1 f = 0

g~uT2∇ε̂ = −~uT2 ~u⊥2 f = 0

ε, as well as ε̂, are constant in direction ~u1 and ~u2, respectively. This means that they
are locally one dimensional. Note, that this is not the case for ω unless {~u1, ~u2} is a
linearly dependent family.
Another special solution to (13), the so-called lake at rest solution,

∇ε = 0 = ∇ε̂, ~u1 = 0 = ~u2 (14)

is of particular interest. Our aim is to construct a scheme that preserves important
stationary states, see Section 3.5.

3 Numerical Scheme

The Finite Volume Evolution Galerkin schemes, or FVEG schemes for short, are finite
volume schemes consisting of two steps. In the predictor step an evolutionary step is
performed in order to predict the solution at a new intermediate time step. This is done
by the evolution operators. In the corrector step a standard finite volume update is done.
The FVEG schemes were already derived successfully for several hyperbolic balance
laws, for example for the shallow water flows [28], the wave equation system [3, 29], the
Euler equations [30, 31] and the shallow water magnetohydrodynamics equations [25].
Questions of accuracy, stability and the well-balancing have been studied in [28, 29, 30,
31].
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Assume a discretization of the computational domain Ω into finite volumes Ωi, i =
1, . . . , N , with

⋃N
i=1 Ωi ≈ Ω and denote by |Ωi| the volume of Ωi. Furthermore, assume

that the boundary ∂Ωi of Ωi is a hyperrectangle aligned with the coordinates x and
composed of faces Ii,k, k = 1, . . . ,Mi, see Figure 2. In the numerical experiments
presented below d = 2 and Mi = 4 for every i. Now integrating (1) over Ωi × [tn, tn+1]
and applying the Gauss theorem we get for any volume Ωi the balance equation in
integral form, i.e.∫

Ωi

W (x, tn+1)−W (x, tn) d(d)Ωi +

∫ tn+1

tn

∫
∂Ωi

F (W )nd(d−1)∂Ωi dt =∫ tn+1

tn

∫
Ωi

B(W ) + C0(W )∇σ(x) +

n∑
l=1

Cl(W )∇Wl d
(d)Ωi dt.

Setting ∆tn := tn+1− tn and Wn
i := 1

|Ωi|
∫

Ωi
W (x, tn) d(d)Ω and approximating the time-

integral by the midpoint rule we get the FVEG formulation of corrector step

Wn+1
i = Wn

i −
∆tn
|Ωi|

Mi∑
k=1

∫
Ii,k

Fn+1/2 ni,k d
(d−1)Ii,k

+
∆tn
|Ωi|

∫
Ωi

Bn+1/2 + Cn+1/2∇σ(x) +

n∑
l=1

C
n+1/2
l ∇Wn+1/2

l d(d)Ωi, (15)

where ni,k is the outer normal vector to the face Ii,k and ( . )n+1/2 := ( . )|t=tn+∆tn/2

denotes a function evaluated at time tn + ∆tn/2. In what follows, we will restrict to
Ω ⊆ R2, thus d = 2.

b
Ωi

Ii,1

Ii,2

Ii,3

Ii,4

x

y

Figure 2: A finite volume Ωi composed of faces Ii,1, . . . , Ii,4.
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3.1 Discretization of the fluxes

The discretization of the flux term in (15) is straightforward. For the approximation of
the cell interface integral

∫
Ii,k

(Fn+1/2)Tni,k d
(d−1)Ii,k we use either the midpoint or the

Simpson rule, i.e.∫
Ii,k

Fn+1/2 ni,k d
(1)Ii,k ≈ |Ii,k|

K∑
l=1

αlF (W (xli,k, tn + ∆tn/2))ni,k, (16)

αl being the weights of the quadrature rule. In particular, for the midpoint rule K = 1
and x1

i,k is the midpoint of Ii,k, whereas for the Simpson rule K = 3, x1
i,k, x

3
i,k are the

end-points and x2
i,k the midpoint of Ii,k. The values of the solution W (xli,k, tn + ∆tn/2)

at quadrature points at a half time-step are predicted using the evolution operator, cf.
Section 3.3.

3.2 Discretization of the source term

The correct discretization of the source term is crucial to obtain a correct solution. Since
the system is not conservative the discretization not only influences the well-balancing
but also the solution itself. Indeed, for a non-conservative system the shock speed de-
pends on the path chosen to connect the left and right limiting values of the shock. Thus
a certain numerical solution corresponds to a certain path. Indeed a discretization of
source terms directly influences the shock speed.
The so called path-conservative schemes introduced by Parés [34] describe how to dis-
cretize the source term once a path is chosen. However, they have shown that choosing a
different path than the one prescribed in the definition of a weak solution the discretiza-
tion error may not vanish as |Ωi|,∆tn → 0.
Based on this considerations we use two different types of discretization of the source
term s(W ). The first one is described in [20]. Here the operator splitting technique is
used and the two-layer system is splitted into two one-layer shallow water equations.
The path-consistent approximation of the nonconservative terms is done for each layer
consecutively using piecewise linear curves connecting three predicted states: the left
state, an intermediate value at a cell interface and the right state, see Figure 3. The
predicted states at the time level tn+1/2 are obtained using the corresponding evolution
operator of each layer. This discretization fits into the framework of path-conservative
schemes. Note that in the case when the signatures of eigenvalues of the full and the
splitted system do not coincide large oscillations may appear in the solution. They de-
crease as the mesh is refined.
The second discretization is done for the unsplit two-layer equations. It is based on the
idea that the total momentum is conservative. Considering the pressure terms in the
equations of total momentum (4) we have the equality

rgh1∇(b+ h2) + gh2∇(b+ rh1) = rg∇(h1h2) + g(rh1 + h2)∇b.
As soon as b is smooth the right hand side is well-defined. Thus we want to discretize the
left hand side terms in such a way that this equality holds. This leads to a discretization

11
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Figure 3: Path chosen for the discretization of source terms in the path-consistent FVEG
scheme from [20].
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already used for the shallow water equation in [28]. However, here, the source term reads

Σ =

∫
Ωi

B + C0∇σ +
n∑
l=1

Cl∇Wl d
(1)Ωi (17)

with W,B,C0, . . . , Cn given by (2) and σ ≡ b.
Now, since C0 = 1

rC1 + C4 and C2 = C3 = C5 = C6 = 0 we can further simplify (17)

Σ =

∫
Ωi

B +
1

r
C1∇ (rh1 + b) + C4∇ (h2 + b) d(2)Ωi. (18)

Let us decompose B as

B = C4
f

g
~u⊥1 + C1

f

rg
~u⊥2 ,

and set ∂xKi = −f
g vi and ∂xLi = f

gui, i = 1, 2. The source term (18) is now given by

Σ =

∫
Ωi

1

r
C1

(
∂x (K2 + rh1 + b)
∂y (L2 + rh1 + b)

)
+ C4

(
∂x (K1 + h2 + b)
∂y (L1 + h2 + b)

)
d(2)Ωi. (19)

Moreover, we approximate the matrices C1, C4 as follows

C1 =



0 0
0 0
0 0
0 0

−rgµxh2 0
0 −rgµyh2

 , C4 =



0 0
−gµxh1 0

0 −gµyh1

0 0
0 0
0 0

 .

Here µxf := 1
2

(
fn+1/2

∣∣
Ii,2

+ fn+1/2
∣∣
Ii,4

)
, for some function f , is the averaging opera-

tor in the x-direction at a half time-step with analogous notation for µy( . ). Inserting
the approximated matrices into (19) the Gauss theorem can be applied to reduce the
integration over Ωi to integration over the faces Ii,k, i.e.

Σ =

4∑
k=1

∫
Ii,k

1

r
C1 · diag(ni,k) ·

(
K2 + rh1 + b
L2 + rh1 + b

)
+ C4 · diag(ni,k) ·

(
K1 + h2 + b
L1 + h2 + b

)
d(1)Ii,k.

(20)

The face integrals are approximated in the same way as in the flux term (16). We
use here again the predicted solution W (xli,k, tn + ∆tn/2) at quadrature points. Note
that this approximation of the nonconservative products in the cells is consistent with
computing the following integrals 0

−g
∫ 1

0 Φh1(s)Φh2(s)ds

−g
∫ 1

0 Φh2(s)Φh1(s)ds



13



using the family of straight segments

Φhj (s) = h
n+1/2
j,i−1/2 + s(h

n+1/2
j,i+1/2 − h

n+1/2
j,i−1/2), j = 1, 2.

We would like to point out that our discretizations presented in [20] still do not solve
the fundamental drawbacks of the path-consistent schemes. The second discretization
of the nonconservative terms, cf. (20), is different and does not fit formally in the path-
consistent framework. It is just based on the approximation of the total momentum and
the Rankine-Hugoniot conditions hold for the total momentum.

3.3 Time evolution

A crucial step in the FVEG scheme is the use of theory of bicharacteristics. Here we
will give a brief overview of this method, for further details see [18, 26]. Assume the
balance law (5) to be hyperbolic and denote by λjη, r

j
η and ljη its eigenvalues and the

corresponding right and left eigenvectors, respectively.
In what follows we assume that Ai is either constant with respect to V or it is locally
linearized at some suitable state V , i.e. Ai := Ai(V ). In our numerical experiments
presented below V is a local arithmetic mean of the cell averaged values of all cells that
contain the particular integration point (xe, ts), cf. (23). Then λjη, r

j
η and ljη do not

depend on space and time and we can transform (5) further to characteristic variables
ljηV . The system now reads

∂t(l
j
ηV ) +

n∑
i=1

d∑
k=1

ljηAkr
i
η ∂xk(liηV ) = (ljηs)(∇σ, V ). (21)

This equality can be rewritten as

∂t(l
j
ηV ) +

d∑
k=1

∂ηkλ
j
η ∂xk(ljηV ) = (ljηs)(∇σ, V ) +

d∑
k=1

ljη
(
∂ηkλ

j
ηI −Ak

)
∂xkV =: Sj .

Note that multidimensionality introduces additional source terms. Now, since A is con-
stant with respect to V , we have

dxj

dt
= ∇ηλjη,

d(ljηV )

dt
= Sj , j = 1, . . . , n. (22)

The first term is a first order system of ordinary differential equations for the j-th
bicharacteristic Qj(t, η) := (xj(t, η), t)T . Since we search for the solution V (P ) at some
point P := (xe, te)

T we need to integrate the second ordinary differential equation in
(22) from time te down to time ts, where the solution is known. We obtain

xj(ts, η) = xe −∇ηλjη(te − ts),

(ljηV )(P ) = (ljηV )(Qj(ts, η)) +

∫ te

ts

Sj(Qj(t, η), η) dt. (23)

14



From the theory of bicharacteristics [3] it follows that ljηAkr
j
η = ∂ηkλ

j
η, therefore

λjη = ljηAr
j
η = ljη

(
w∑
k=1

ηkAk

)
rjη = ηT∇ηλjη, (24)

where the vectors ∇ηλjη are the ray velocities. We choose the directional vector η as
η1 := cos(θ) and η2 := sin(θ) parametrized by the angle θ, θ ∈ [0, 2π).
Now, to obtain back V variables, we multiply (23) by rjη from the left, sum over j and
average over the unit sphere Sd−1 in Rd, see [26], i.e.

V (P ) =
1

|Sd−1|

∫
Sd−1

n∑
j=1

rjη l
j
η

{
V (xe −∇ηλjη(te − ts), ts)

+

∫ te

ts

s(∇σ(xe −∇ηλjη(te − t)), V (xe −∇ηλjη(te − t), t))

+

d∑
k=1

(
∂ηkλ

j
ηI −Ak

)
∂xkV (xe −∇ηλjη(te − t), t) dt

}
dη. (25)

Form (25) is used to predict the solution at a half time step. To simplify (25) one can
furthermore use the extended lemma on bicharacteristics, cf. [39], in order to rewrite the
last term for genuinely nonlinear fields, the so-called mantle integrals, as the integrals
with the tangential derivatives of velocities. Let us remind that in the simpler case of
wave equation system the bicharacteristics create a circular wave front and the so-called
useful lemma, cf. [29], Lemma 2.1, easily yields integrals with the tangential derivatives
after applying the integration by parts to the mantle integrals. From [40] we note that
the mantle integral contains tangential derivatives of velocities for a general wavefront
and hence the useful lemma holds not only for the case of circular wavefront but even
for arbitrary curves.
Equation (25) gives an implicit representation of solution at a point P . If the eigen-
structure of the system is known (25) gives an exact integral expression for the solution
V (P ). For a particular representation of (25) for the wave and shallow water equations,
see, e.g., [3] and [28]. Then it is enough to follow the bicharacteristics xj , pick up the
value of V at the foot of the bicharacteristic cone, i.e. at (xe −∇ηλjη(te − ts), ts)T , and
evaluate the time integral in (25).
Note that in the case that the matrices Aj are constant with respect to V the envelope
of the bicharacteristics xj(t, θ) with respect to t, θ either generates mantles of conoids
or degenerates to straight lines. Figure 4 shows the envelopes of bicharacteristics for
the particular case of two-layer shallow water flows with frozen Jacobian matrices Ai,
i = 1, 2.
For a general system consisting of n equations also n bicharacteristics exist. Again re-
stricting to two-layer shallow water flows the two real roots of p2 generate the same
bicharacteristic x1(t, θ) ≡ x3(t, θ + π). The two possibly complex roots of p2, provided
they are real, generate x4(t, θ) ≡ x6(t, θ + π), whereas the roots of p1, corresponding to
the linearly degenerated fields, generate the bicharacteristics x2 and x5, respectively.
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P = (xe, te)
T

b

Q1(
te−ts
2 , π)

b

Q1(ts, θ)

b

b

b

x

t

y

Figure 4: Mantels of conoids with apex P generated by envelopes of bicharacteristics x1

(green), x4 (blue) and the bicharacteritsics x2 (magenta) and x5 (brown).
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3.4 Numerical approximation of the time evolution

The prediction step for the evaluation of the flux and source terms at a half time
tn + ∆tn/2 is done by the aforementioned theory of bicharacteristics, i.e. we set ts = tn,
te = tn+∆tn/2 and P is a quadrature point (xli,k, tn+∆tn/2). Here we want to describe
in detail how the exact evolution operator (25) is approximated.
Since the left and right eigenvectors (9), (10) and (11) for system (6) are known and the
time integral in (25) is approximated by the rectangle rule at t = tn, it suffices to describe
the approximation of the line integral in (25) and how to obtain the ray velocities. The
approximation of the line integral is tricky. Here it is crucial to consider the geometrical
position of the sonic curve Q1(tn, θ), θ ∈ [0, 2π) (intersection of a bicharacteristic conoid
with the plane t = tn) and thus the resulting intersection points between Q1(tn, θ) and
the grid. The situation is depicted in Figure 5.

−3 −2 −1 0 1 2 3 4 5
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4
max(imag(D))=0.00
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i−1, j

Ω
i−1, j−1 Ω

i, j−1

c
2

c
1

c
4

c
3

Figure 5: Intersection points between the grid and the circle c(θ) = Q1(tn, θ) (solid
curve). The dashed curve shows Q2(tn, θ), i.e. the perimeter of the sonic
conoid corresponding to the internal eigenvalues.

Since the kernel of the line integral is a periodic function one would use for exam-
ple a quadrature rule of the form 1

N

∑N
k=1 f(θk). However, this quadrature in general

introduces spurious oscillations since it might happen, that not all volumes of the do-
main of dependence are considered. To get a stable approximation we compute the
intersection points with the grid ci := c(θi), where c(θ) is a circle approximating the
bicharacteristic x1, i.e. the bicharacteristic corresponding to the external eigenvalues
(remember, these bound the other eigenvalues). Next, we use the midpoint rule on each
arc [c(θ)]θ∈[θi,θ(i mod 4)+1], i = 1, . . . , 4, see again Figure 5. Now in the supersonic case
we can have two distinct cases. When the integration point P lies on an edge the sonic
curve is completely contained in one mesh cell. Then we take 1

2 (f(0) + f(π)). In the
second case, when the integration point P lies on a vertex we have to distinguish two
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sub-cases. The sonic curve lies in one cell or in two cells. For the former case we take
1
4

(
f(0) + f(π2 ) + f(π) + f(3π

2 )
)
. Otherwise we compute the two intersection points with

the grid and proceed analogously as in the subsonic case.
Let us note that in order to determine the corresponding angles θi it is enough to con-
sider only x1 since the domain of dependence of the numerical scheme is given by the
bicharacteristic corresponding to the absolutely largest eigenvalue, i.e. by |λ1/3|.
Further, to obtain a second order scheme the integration is realized with respect to bi-
linear functions. In particular we use the min-mod reconstruction, cf. Section 4, to get
∂xkV that are needed at the foot of respective bicharacteristics in (25).
Now, it remains to compute the eigenvalues λj , j = 1, 3, 4, 6. This is done by a Newton-
Raphson iteration to get λ1, λ3, i.e. the external eigenvalues. The starting values can
be chosen as e.g. (8). However, since (8) are only valid for r ≈ 1 and ~u1 ≈ ~u2, a better
choice for the starting values is to take the one dimensional lower and upper bounds

min

(
u1 −

√
(1 +

√
r)gh1, u2 −

√
(1 +

√
r)gh2

)
,

max

(
u1 +

√
(1 +

√
r)gh1, u2 +

√
(1 +

√
r)gh2

)
of the external eigenvalues, see [1] for a more detailed derivation. Next, we reduce p2 to
a second degree polynomial and compute the internal eigenvalues λ4, λ6.
c(θ) is computed as follows. We compute the eigenvalues for θ = 0 and θ = π/2. These
information define uniquely the circle c(θ). All of our numerical experiments indicates
that this is sufficient. The bicharacteristics corresponding to λ2/5 are just straight lines.
Note that unlike the case of shallow water and wave equations here the degenerated
bicharacteristics are not the axes of the cones created by the other bicharacteristics.

3.5 Well-balancing for the lake at rest

It was already shown in [20], Theorem 1 that the finite volume update (15) preserves the
lake at rest in the case of path-consistent approximation of the source term, cf. Figure
3. Here, we present the same result for the source term approximation in (20).

Lemma 3.1 (Well-balanced finite volume update)
The finite volume update (15) with the discretization of the flux and source term (16) and
(20) is third order well-balanced for the geostrophic equilibrium and exactly well-balanced
for the lake at rest state, provided the EG-operator (25) preserves these states.
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Proof. First consider the face integral in the source term (20)

1

|Ii,k|

∫
Ii,k

1

r
C1 · diag(ni,k) ·

(
K2 + rh1 + b
L2 + rh1 + b

)
+ C4 · diag(ni,k) ·

(
K1 + h2 + b
L1 + h2 + b

)
d(1)Ii,k

≈
K∑
l=1

αl

(
1

r
C1 · diag(ni,k) ·

(
K2 + rh1 + b
L2 + rh1 + b

)
+C4 · diag(ni,k) ·

(
K1 + h2 + b
L1 + h2 + b

))
(xli,k, tn +

∆tn
2

), (26)

and decompose the flux as

F (W ) =



h1u1 h1v1

h1u
2
1 + g

2h
2
1 h1u1v1

h1u1v1 h1v
2
1 + g

2h
2
1

h2u2 h2v2

h2u
2
2 + g

2h
2
2 h2u2v2

h2u2v2 h2v
2
2 + g

2h
2
2

 =



0 0
g
2h

2
1 0

0 g
2h

2
1

0 0
g
2h

2
2 0

0 g
2h

2
2


︸ ︷︷ ︸

F1(W ):=

+



h1u1 h1v1

h1u
2
1 h1u1v1

h1u1v1 h1v
2
1

h2u2 h2v2

h2u
2
2 h2u2v2

h2u2v2 h2v
2
2


︸ ︷︷ ︸

F2(W ):=

.

The flux term (16) then reads

K∑
l=1

αlF (W (xli,k, tn +
∆tn

2
))ni,k

=
K∑
l=1

αl

(
−1

r
C1 · diag(ni,k) ·

(
h2

h2

)
− C4 · diag(ni,k) ·

(
h1

h1

)
+ F2(W )ni,k

)
(xli,k, tn +

∆tn
2

).

(27)

Now substituting (26) and (27) in (15) and, for convenience, dropping the evaluation
points (xli,k, tn + ∆tn

2 ) we get

Wn+1
i = Wn

i +
∆tn
|Ωi|

4∑
k=1

|Ii,k|
K∑
l=1

αl

[
− F2(W )ni,k

+
1

r
C1 · diag(ni,k) ·

(
h2

h2

)
+ C4 · diag(ni,k) ·

(
h1

h1

)
+

1

r
C1 · diag(ni,k) ·

(
K2 + rh1 + b
L2 + rh1 + b

)
+ C4 · diag(ni,k) ·

(
K1 + h2 + b
L1 + h2 + b

)]
= Wn

i +
∆tn
|Ωi|

4∑
k=1

|Ii,k|
K∑
l=1

αl

[
− F2(W )ni,k

+
1

r
C1 · diag(ni,k) ·

(
K2 + rh1 + h2 + b
L2 + rh1 + h2 + b

)
+ C4 · diag(ni,k) ·

(
K1 + h1 + h2 + b
L1 + h1 + h2 + b

)]
,
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where |Ii,k| = |Ii,k+2| and ni,k = −ni,k+2, k = 1, 2. By assumption the EG-operator
preserves the geostrophic equilibrium and therefore

hj div ~uj = 0, j = 1, 2,(
K2 + rh1 + h2 + b
L2 + rh1 + h2 + b

)
= const.,(

K1 + h1 + h2 + b
L1 + h1 + h2 + b

)
= const.

The last two equalities imply for l = 1, . . . ,K

4∑
k=1

|Ii,k|
[

1

r
C1 · diag(ni,k) ·

(
K2 + rh1 + h2 + b
L2 + rh1 + h2 + b

)
+ C4 · diag(ni,k) ·

(
K1 + h1 + h2 + b
L1 + h1 + h2 + b

)]
= 0,

and thus

Wn+1
i = Wn

i −
∆tn
|Ωi|

4∑
k=1

|Ii,k|
K∑
l=1

αl F2(W (xli,k, tn +
∆tn

2
))ni,k. (28)

With 1 ∈ R6 being the vector of ones we have, for example, for the cell integration by
means of the Simpson rule

Wn+1
i = Wn

i −
∆tn
|Ωi|

4∑
k=1

|Ii,k|
K∑
l=1

αl F2(W (xli,k, tn +
∆tn

2
))ni,k

= Wn
i −

∆tn
|Ωi|

∫
Ωi

divF2(W (x, tn +
∆tn

2
)) d(2)Ωi +O(∆tn max

i,k
|Ii,k|2) · 1

= Wn
i −

∆tn
|Ωi|

∫
Ωi



∂x(h1u1) + ∂y(h1v1)
∂x(h1u

2
1) + ∂y(h1u1v1)

∂x(h1u1v1) + ∂y(h1v
2
1)

∂x(h2u2) + ∂y(h2v2)
∂x(h2u

2
2) + ∂y(h2u2v2)

∂x(h2u2v2) + ∂y(h2v
2
2)



∣∣∣∣∣∣∣∣∣∣∣∣
t=tn+ ∆tn

2

d(2)Ωi +O(∆tn max
i,k
|Ii,k|2) · 1

For simplicity of presentation we use the standard notation δx, δy for central differences
and denote by ∆x = maxi (|Ii,1||Ii,3|) and ∆y = maxi (|Ii,2||Ii,4|) . We assume that the
EG operator satisfies the equilibrium condition (13)1 in the following way hj div ~uj =
hj (δxuj + δyvj) + O(maxi,k |Ii,k|3), j = 1, 2. Then it easy to show that the material
derivatives are zero up to the third order, i.e. with Li := ∂t + ~uTi ∇ we have

(L1h1,L1u1,L1v1,L2h2,L2u2,L2v2) = O(max
i,k
|Ii,k|3) · 1.
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Indeed, we have, for example, for the update of the first equation for h1

(h1)n+1
i = (h1)ni −

∆tn
|Ωi|

∫
Ωi

(∂x(h1u1) + ∂y(h1v1)) |t=tn+ ∆tn
2
d(2)Ωi +O(max

i,k
|Ii,k|2 max

n
∆tn)

= (h1)ni −∆tn (δx(h1u1) + δy(h1v1))
n+1/2
i +O(max

i,k
|Ii,k|2 max

n
∆tn)

= (h1)ni −∆tn

[
(h1δxu1 + h1δyv1)

n+1/2
i −∆x ((h1)xu)

n+1/2
i

−∆y ((h1)yv)
n+1/2
i ] +O(max

i,k
|Ii,k|2 max

n
∆tn).

The CFL condition implies O(maxi,k |Ii,k|) = O(∆tn). Therefore applying the discrete
divergence condition we obtain

(h1)n+1
i = (h1)ni −∆tn∆x ((h1)xu)

n+1/2
i −∆tn∆y ((h1)yv)

n+1/2
i +O(max

i,k
|Ii,k|3),

which is the desired condition L1h1 = O(maxi,k |Ii,k|3). The calculations for other com-
ponents of Wn+1

i are analogous.
In particular, if we are at the lake at rest state additionally ~uj = 0, j = 1, 2 and therefore
F2(W ) = 0. As a consequence it follows from (28) that Wn+1

i = Wn
i exactly.

In what follows we will show for the lake at rest state (14) that the evolutionary step
meets the requirement of Lemma 3.1.

Lemma 3.2 (Well-balanced predictor step)
The time evolution step (25) used for the system (6) is well-balanced for the lake at rest
for r ∈ [0, 1).

Proof. If r ∈ [0, 1) the lake at rest condition (14) implies s = 0 and

h1 + h2 + b = const. ∧ rh1 + h2 + b = const.⇒ h1 = const.

This means h1 and thus ω is constant and, moreover, ∇V = 0. Thus the evolution
operator (25) reduces to

V (P ) =
1

|Sd−1|

∫
Sd−1

n∑
i=1

riη l
i
ηV (xe −∇ηλiη(te − ts), ts) dη.

Next, since V = const. we have,

V (P ) =
1

|Sd−1|

∫
Sd−1

n∑
i=1

riη l
i
ηV (xe −∇ηλiη(te − ts), ts) dη

=
1

|Sd−1|

∫
Sd−1

n∑
i=1

riη l
i
η︸ ︷︷ ︸

=RR−1

dη V =
1

|Sd−1|

∫
Sd−1

dη︸ ︷︷ ︸
=|Sd−1|

V = V.
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3.6 Positivity preservation of layer’s height

Once the equilibrium values V (P ) at the volume face Ii,k are calculated with the evolu-
tion operator (25) the conservative variables Wn

i are updated using (15). However, the
multi-layer shallow water model indeed involves inequality constrains hi ≥ 0, i = 1, 2
that in general might not be fulfilled by a numerical discretization. Considering the
time evolution (25), it seems to be very tedious to derive a constrain to ensure positivity
of both layers. Therefore another technique is used here instead. Consider the first
equation in (15)

(h1)n+1
i = (h1)ni −

∆tn
|Ωi|

Mi∑
k=1

|Ii,k|
K∑
l=1

αlF1(W (xli,k, tn + ∆tn/2))ni,k︸ ︷︷ ︸
=:Fk

i

= (h1)ni −
∆tn
|Ωi|

Mi∑
k=1

|Ii,k|F ki , (29)

where F1 denotes the first row of F . Recall that Mi is the number of faces belonging to
the volume Ωi. Next, split the fluxes into incoming and outgoing ones, i.e.(

F ki

)in
:= min(0, F ki ),

(
F ki

)out
:= max(0, F ki ).

Using these quantities the finite volume update (29) can be rewritten in the following
way

(h1)n+1
i = (h1)ni −

(∆tn)1,i

|Ωi|

Mi∑
k=1

|Ii,k|
(
F ki

)out
− 1

|Ωi|

Mi∑
k=1

(∆tn)in1,k |Ii,k|
(
F ki

)in
.

Here (∆tn)1,i is the time step for volume Ωi and upper layer, whereas (∆tn)in1,k is the
time step of a neighboring volume Ω such that ∂Ω ∩ ∂Ωi = Ii,k. Now since information
propagates with a finite speed we will not allow that more mass flows out of the volume
Ωi during ∆tn than originally contained in Ωi. Thus we have the constrain

(h1)ni −
(∆tn)1,i

|Ωi|

Mi∑
k=1

|Ii,k|
(
F ki

)out
≥ 0. (30)

Whenever (30) is not fulfilled, (∆tn)1,i is adjusted to meet this constrain with equality,
i.e.

(∆tn)1,i :=
|Ωi| (h1)ni∑Mi

k=1 |Ii,k|
(
F ki
)out ≥ 0. (31)

Now this procedure is applied to every layer separately. The pseudo-code is given in
Listing 1. Note that the global time step ∆tn will only be modified at nearly dry cells.
Away from the shore line it still holds that ∆tn = (∆tn)1,i for all cells Ωi not being dry
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or nearly dry.
Unlike [6], where a similar technique was used to treat nearly dry cells in the case of one
layer shallow water flows, here, the adaption is done per volume without the necessity of
an iterative adaption on the whole grid before the finite volume update is performed. Let
us point out the procedure is applied to all volumes prior to the finite volume update.

Listing 1: Algorithm to ensure non-negativity after FV-update.

f o r i=1 to N in p a r a l e l do
Pred i c tSo lu t i on ( i ) ;
ComputeFlux ( i ) ;
ComputeSource ( i ) ;
// adapt time step
f o r k=1 to LAYERCOUNT do

i f OutflowMass ( i , k)>MassInCel l ( i , k ) then
CalculateNewTime ( i , k ) ;

e n d i f
endfor

endfor
. . .
f o r i=1 to N in p a r a l e l do

FVupdate ( i )
endfor

3.7 Modification of flux and source terms

The modifications described in Subsection 3.6 in general will break the well-balancing
of a numerical scheme. This is due to the fact that different time steps for fluxes and
sources are used. This behavior can be cured by adjusting the flux and source terms
appropriately, cf. [6]. Consider again the proof of Lemma 3.1 for the lake at rest. There
the crucial part was that the flux and source term should be treated together. With the
modification described in the previous subsection we will have for the lake at rest state

Wn+1
i = Wn

i +
(∆tn)s,i
|Ωi|

4∑
k=1

|Ii,k|
K∑
l=1

αl

(
1

r
C1h2 + C4h1

)
ni,k

+
1

|Ωi|
4∑

k=1

(∆tn)in1,k |Ii,k|
K∑
l=1

αl

(
1

r
C1 (rh1 + b) + C4 (h2 + b)

)
ni,k

instead. Note that the sources and fluxes are evaluated at the quadrature points(
xli,k, tn + ∆tn

2

)
. More precisely only the pressure terms, i.e. the underlined terms in
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the flux

F (W ) =



h1u1 h1v1

h1u
2
1 + g

2h
2
1 h1u1v1

h1u1v1 h1v
2
1 + g

2h
2
1

h2u2 h2v2

h2u
2
2 + g

2h
2
2 h2u2v2

h2u2v2 h2v
2
2 + g

2h
2
2


.

are critical. Thus rearranging these terms and combining then with the source terms
will ensure well-balancing even in the case of nearly dry cells.

3.8 Adaption for lake at rest at wet/dry front

So far we have modified the FVEG scheme to treat nearly dry cells. However, the
question of well-balancing at shore line is still open. Our aim is to obtain ε = const. and
ω = const., i.e. εj = εj+1 and ωj = ωj+1. Now, the problem arising here is depicted in
Figure 6.

b

ε

ω

b

ε

ω

xl
i,k xl

j,kx

z

Figure 6: Situation at the shoreline.

The situation at the interface points xli,k and xlj,k is of major interest. Let us consider
the case where the water particles don’t move, that is ~u1 = ~u2 = 0. In the discrete
approximation due to jumps in ω and/or ε at wet/dry interfaces the evolution operator
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will compute non vanishing velocities. This spurious movement must be trapped by the
numerical method.

Unlike the situation at point xlj,k, where it is enough to modify the value of bottom

topography bj+1 such that bj+1 = εj to achieve well-balance, the situation at point xli,k
is more difficult. Modifying bi+1 such that ωi = bi+1 would break mass conservativity,
since in general this would imply that εi 6= εi+1. A very similar approach has been
proposed in [17], where the authors used a redefinition of discretization of the bottom
topography to guarantee the lake at rest for the wet/dry fronts. However, they need to
modify the bottom topography for each layer separately. Consequently there are two
different values of bottom topography for wet/dry fronts. In our approach, on the other
hand, we will not modify the bottom values but the values of ω and ε. Whenever the
above situation arises we adapt as follows

εj+1 := εj , ωi+1 := ωi.

Indeed, if i 6= j, we have at the point xlj,k a situation where only one layer of fluid is
not vanishing thus if its velocity is zero the adaption εj+1 := εj is done. This avoids
a nonphysical removing of the shoreline since when a non-vanishing velocity is present
in the layer no adaption is performed. On the other hand at the point xli,k we are at
a interface between one and two layers. If here the velocities of both layers vanish the
adaption ωi+1 := ωi is performed. Using a similar argumentation as above one realizes
that also in this case no obstacles are removed.
The generalization of this technique to two spatial dimensions and multi-layer systems
is straightforward. We apply the technique described for every neighboring edge and
vertex. The pseudo-code is given in Listing 2. After the adaption we perform a bilinear
recovery, the evolution step and finally the finite volume update.
Note that it is enough to apply the modification of ε and ω only prior to the evolution
step. Since the evolution operator is well-balanced the finite volume update then works
correctly without the necessity of any further adaption.

Listing 2: Algorithm for bottom adaption at wet/dry fronts.

f o r EveryUpperLayerNonDryVolume ( ) do
i=GetVolumeCoordinate ( ) ;
i f V e l o c i t i e s V a n i s h ( i )

f o r EveryUpperLayerDryNeighbor ( i ) do
j=GetNeighborCoordinate ( ) ;
eps ( j )=min ( eps ( i ) , eps ( j ) ) ;

endfor
e n d i f

endfor

f o r EveryLowerLayerNonDryVolume ( ) do
i=GetVolumeCoordinate ( ) ;
i f V e l o c i t i e s V a n i s h ( i )
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f o r EveryLowerLayerDryNeighbor ( i ) do
j=GetNeighborCoordinate ( ) ;
w( j )=min (w( i ) ,w( j ) ) ;

endfor
e n d i f

endfor

Let us point out that in the regions close to the wet/dry fronts very small values for the
layer heights h1 and h2 may appear. To overcome the difficulties due to large round-off
errors in computing the velocities ~ui out of the mass fluxes hi~ui for i = 1, 2 we define
the velocities analogously as in [24], i.e.

~ui :=

√
2hi~ui√

h4
i + max(h4

i , δ)
, i = 1, 2,

where δ is a small a-priori chosen number. In our experiments δ := min(∆x,∆y)4 was
chosen.
Finally, in the case where either h1 or h2 vanishes we reduce our prediction step to that
of the one-layer shallow water system.

4 Numerical results

In this section we demonstrate good performance and reliability of the new FVEG scheme
through a series of numerical experiments. Note that no distinction between one- and
two-dimensional test cases was done, i.e. all tests were computed using the full two-
dimensional algorithm. For the discretization of the source terms we apply the well-
balanced discretization from (20) as well as the adaption for dry states from the Sections
3.6 - 3.8. For the second order method we have used bilinear recovery with minmod
limiter. Thus is we define a bilinear reconstruction R∆x,∆y that applies to a piecewise
constant function V n and computes a piecewise bilinear function Vb := R∆x,∆yV

n such
that on any finite volume Ωi,j with midpoint (xi, yj)

Vb(x, y)|Ωi,j
= f0 + f1(x− xi) + f2(y − yj) + f3(x− xi)(y − yj)

with coefficients

f0 := (1− µ2
xµ

2
y)Vi+1,j+1

f1 := minmod
(
δxµ

2
yV

n
i+1,j+1, δxµ

2
yV

n
i,j+1

)
f2 := minmod

(
δyµ

2
xV

n
i+1,j+1, δyµ

2
xV

n
i+1,j

)
f3 := minmod

(
δxδy

V n
i+1,j+1 + V n

i,j

2
, δxδy

V n
i+1,j + V n

i,j+1

2

)
.
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Here µxV
n
i,j := 1

2(V n
i,j +V n

i−1,j) and δxV
n
i,j := 1

∆x(V n
i,j −V n

i−1,j) and analogous notation for
y-direction. The minmod limiter is defined as

minmod(x, y) :=
1

2
(sgn(x) + sgn(y)) min(|x|, |y|).

Hereafter, the prediction is computed by

V n+ 1
2 = EG∆t/2V

n + EG∆t/2R∆x,∆yV
n

where EG∆t/2 is the approximation of the evolution operator derived in Section 3.4, see
also, e.g., [31].
Let us note that the evaluation of predicted solution at the intermediate time tn+ 1

2
is

needed to obtain the second order approximation in time as well. As already mentioned
in the Section 3.1 the cell interface integrals are approximated by the Simpson rule in
order to include multidimensional effects from the corner neighbors. The use of trape-
zoidal rule would yield unconditionally unstable scheme, that has been shown in [31].
The midpoint rule does not take corner neighbors into account, since the sonic curves lie
just in the neighboring cells due to the CFL stability condition. However, the evolution
operator includes an additional multidimensional source term (mantle integral). This
has in particular impact for the second order scheme. Our experiments with the Gauss
numerical quadratures showed the reduced stability of the whole FVEG scheme, cf. [22],
and we are not using them here. Recall that the Jacobian matrices are frozen in the
local average values of the neighboring cells connected to the integration point. We have
also experimented with different linearizations and have seen that their influence on the
quality of the whole solution of the nonconservative two-layer equations was in general
negligible.

4.1 First dam break experiment

The first example was taken from [15]. We took g = 9.81, r = 0.98, b = 0 and choose
the following initial data

h1(0, x) =

{
0.5, if x < 0.5,

0.55, if x > 0.5,

h2(0, x) =

{
0.5, if x < 0.5,

0.45, if x > 0.5,

u1(0, x) = u2(0, x) = 2.5.

This is a delicate test case. When trying to solve the problem using a splitting technique,
e.g. by the path-consistent FVEG scheme from [20], spurious oscillations arise since the
signature of the eigenvalues for the full and the splitted system differs. Thus wrong
upwinding velocities appear. We solve the system for x ∈ [0, 1] with 500 cells using
CFL=0.9. The results presented in Figure 7 are comparable to those in [23]. Using the
FVEG scheme no oscillations at the interface occur as it would be the case for splitting
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Figure 7: Results obtained for the first dam break problem 4.1 with first (left) and second
order method (right) with r = 0.98. In the first row ω is plotted. The second
row shows h1u1 (dashed-dotted) and h2u2 (solid). The surface ε is presented
in the third row.

techniques.
To demonstrate robustness of our scheme also for r ≈ 1 we present in Figure 8 the results
for the case of r = 0.99805.

4.2 Second dam break experiment

The second test is taken from [8]. We set g = 9.81, b = 0 and choose the initial conditions
in the following way

h1(0, x) =

{
0.2, if x < 5,

1.8, if x > 5,

h2(0, x) =

{
1.8, if x < 5,

0.2, if x > 5,

u1(0, x) = u2(0, x) = 0.

Let us point out that this test case is more sensitive than the previous one due to larger
initial jump. For this test we study several cases of the density fraction r: r = 0.7, 0.98
and 0.99805. Again CFL=0.9 is used and the computation is done for x ∈ [0, 10] using
500 cells. The results can be seen in Figures 9, 10 and 11. For both solvers, the
hydrostatic and kinetic solver, from [8] only the test case of r = 0.7 was successfully
solved. Our solution in this case is similar to that from [8] but we are also able to
solve for higher r. A similar test was already considered in an earlier paper by Castro et
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Figure 8: Results obtained for the first dam break problem 4.1 with r = 0.98805 for the
second order method on a 2000 grid. In the left column the interface ω (upper
image) and the discharges h1u1 (dashed-dotted) and h2u2 (solid) are plotted.
The right column show the water surface ε.

al. [16]. We can notice very good comparison of our method also in the case r = 0.99805,
see Figure 11.
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Figure 9: Results obtained for the second dam break problem 4.2 using r = 0.7 with first
(left) and second order method, left (right). First row shows the surface ε
(solid) and the interface ω (dashed-dotted). In the second row h1u1 (dashed-
dotted) and h2u2 (solid) is presented.

4.3 Well-balancing test

The third test case illustrates the well-balanced behavior of the new FVEG scheme. If
we do not approximate the source terms in a well-balanced manner, small perturbation

29



0 1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

2

h, time: 5

0 1 2 3 4 5 6 7 8 9 10

−0.2

−0.1

0

0.1

0.2

0.3
hu, time: 5

0 1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

2

h, time: 5

0 1 2 3 4 5 6 7 8 9 10

−0.2

−0.1

0

0.1

0.2

0.3
hu, time: 5

Figure 10: Results obtained for the second dam break problem 4.2 using r = 0.98 with first
(left) and second order method (right). First row shows the surface ε (solid)
and the interface ω (dashed-dotted). In the second row h1u1 (dashed-dotted)
and h2u2 (solid) is presented.

0 1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

2

2.5
h, time: 5

0 1 2 3 4 5 6 7 8 9 10
−0.1

−0.05

0

0.05

0.1
hu, time: 5

0 1 2 3 4 5 6 7 8 9 10
0

0.5

1

1.5

2

2.5
h, time: 5

0 1 2 3 4 5 6 7 8 9 10
−0.1

−0.05

0

0.05

0.1
hu, time: 5

Figure 11: Results obtained for the second dam break problem 4.2 using r = 0.99805 with
first (left) and second order method (right). First row shows the surface ε
(solid) and the interface ω (dashed-dotted). In the second row h1u1 (dashed-
dotted) and h2u2 (solid) is presented.
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Figure 12: Surface ε obtained for the well-balance test 4.3 with smooth bottom topography
for the first (left) and second order method (right).

in h1 would yield strong oscillations of the solution. For this test we take

h1(0, x) =

{
1.00001, if 0.1 < x < 0.2, ,

1.0, else,

h2(0, x) + b(0, x) = −1.0

u1(0, x) = u2(0, x) = 0,

bs(x) =

{
1
4

[
cos(10π(x− 1

2)) + 1
]
− 2, if 0.4 < x < 0.6,

−2.0, else,

bd(x) =

{
−1.5, if x > 0.5,

−2.0, else.

We investigate both smooth bs as well as discontinuous bottom topography bd for the
density fraction r = 0.98. The plot of the water surface ε can be seen in Figures 12
and 13. The solution is captured up to time t = 0.15 using a mesh with 500 cells
and CFL=0.9. The initial perturbation generates two waves that propagate out of the
computational domain and the solution converges to a steady state. Our results are
comparable with those obtained in [23].

4.4 Geostrophic adjustment

Now we consider a two dimensional problem. It is a geostrophic adjustment simulation
adapted from the analogous problem for the one-layer shallow water equations, see [11,
20]. The initial conditions are

h1(0, x, y) = 1 +
A0

2

1− tanh


√

(
√
λx)2 + (y/

√
λ)2 −Ri

RE

 ,

h2(0, x, y) = 1, u1(0, x, y) = v1(0, x, y) = u2(0, x, y) = v2(0, x, y) = 0,
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Figure 13: Surface ε obtained for the well-balance test 4.3 with discontinuous bottom
topography for the first (left) and second order method (right).

where the parameters are A0 = 0.5, λ = 2.5, RE = 0.1 and Ri = 1. The gravity
constant and the Coriolis parameter are set to g = f = 1. The fraction of the layer
densities is r = 0.98. No bottom topography is considered. The computational domain
Ω = [−10, 10]2 has been divided into 400 × 400 mesh cells. The CFL number was set
to 0.6. In Figure 14 we see the time evolution of initial perturbation of water surface.
Two circular shock waves propagating in the first and second layer can be recognized
nicely. Behind the shocks there is elevation rotating clockwise. In order to represent
free flow boundary conditions extrapolation has been implemented on the boundary of
computational domain. Moreover, as time advances the solution tends to the geostrophic
equilibrium. In Figure 15 one dimensional cuts obtained using the FVEG scheme with
the source term discretization (20) and the path-consistent FVEG scheme [20] can be
seen. We can clearly notice that both well-balanced source approximations yield same
results.

4.5 Internal circular dam break

The next example simulates a two dimensional internal circular dam break. This test is
taken from [14]. The initial conditions are

h1(0, x, y) :=

{
1.8, if x2 + y2 > 4

0.2, else
,

h2(0, x, y) := 2− h1(0, x, y) and ~u1 = ~u2 = 0. The computational domain Ω := [−5, 5]2

is discretized by a 200× 200 mesh. The CFL number is set to 0.9, r = 0.98, f = 0 = b
and g = 9.81. In Figure 16 we compare the results obtained by our FVEG scheme and
by the second order path-conservative scheme based on the IFCP (Intermediate Field
Capturing Parabola) Riemann solver from [21]. The results obtained by the IFCP
method were kindly provided by M.J. Castro Dı́az. We can clearly notice that both
results are very similar showing well resolved solutions with the same shock speeds.
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Figure 14: Water surface ε (blue) and interface ω (red) obtained for test 4.4.
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Figure 14: Water surface ε (blue) and interface ω (red) obtained for test 4.4 (cont.).
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Figure 15: Geostrophic equilibrium. One dimensional cuts at x = 0 (left column) and
y = 0 (right column), respectively. Source term discretization (20) (upper
group) and the path-consistent [20] (lower group).
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This is, in fact, quite surprising since shocks in nonconservative systems are expected to
be sensible to the numerical viscosity. Consequently, this comparison indicates that for
the two-layer shallow water system numerical methods based on different principles may
lead to very similar discontinuous solutions. We have also performed an extensive testing
of computational time for the FVEG and IFCP methods. Our numerical experiments
show very similar computational costs, too.

In Figure 17 we have moreover compared the results obtained by our new second
order FVEG scheme derived in this paper and the path-consistent FVEG scheme from
[20]. We can notice that the the path-consistent FVEG scheme, based on the operator
splitting, produces more numerical viscosity but again the influence on the shock speed
is negligible.

4.6 Two dimensional interface propagation

This test is a generalization of the first dam break experiment in two spatial dimensions,
see also [23]. The initial conditions are as follows

h1(0, x, y) =

{
0.5, if x ∈ Ω,

0.45, else,

h2(0, x, y) =

{
0.5, if x ∈ Ω,

0.55, else,

u1(0, x, y) = u2(0, x, y) = v1(0, x, y) = v2(0, x, y) = 2.5,

b(x, y) = 0,

where Ω is given by

Ω := {(x+ 0.5)2 + (y + 0.5)2 < 0.25} ∪ {x < −0.5, y < 0.0} ∪ {x < 0.0, y < −0.5}.

The shallow water system was solved for (x, y) ∈ [−1, 1]2 on different meshes using
200×200, 400×400 and 800×800 mesh cells and CFL=0.6. The results at time t = 0.1
are given in Figures 18(a)-(f) and 19. In analogy to Experiment 4.1 we can notice the
development of two shocks and the intermediate state in h1. Comparing our results with
the results obtained in [23] we can notice slightly more accurate resolutions and less
oscillations in the FVEG scheme.

4.7 Two dimensional interface propagation with varying bottom topography

This test is analogous to the previous one except that we choose a spatially varying
bottom topography

b(x, y) = 0.05 e−100·(x2+y2) − 1.

We calculated the results up to t = 0.1 for (x, y) ∈ [0, 1]2 on meshes using 200 × 200,
400 × 400 and 800 × 800 cells and set CFL=0.6. The numerical solution depicted in
Figures 21 (a)-(f) and 22 shows good agreement with the results obtained in [23].
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Figure 16: Comparison of the second order FVEG scheme and the IFCP scheme [14] for
the circular dam break problem 4.5.

37



−5 −4 −3 −2 −1 0 1 2 3 4 5
−2

−1.8

−1.6

−1.4

−1.2

−1

−0.8

−0.6

−0.4

−0.2
h, time: 2.0194

 

 

interface splitting
interface FVNEG

−5 −4 −3 −2 −1 0 1 2 3 4 5
−2

−1.8

−1.6

−1.4

−1.2

−1

−0.8

−0.6

−0.4

−0.2
h, time: 4.0432

 

 

interface splitting
interface FVNEG

Figure 17: Comparison of the new FVEG scheme with the source discretization (20)
(dash line) and the path-consistent FVEG scheme from [20] (solid line) for
the circular dam break problem 4.5.

4.8 Experimental order of convergence

In order to test accuracy of our FVEG scheme we choose smooth initial conditions

h1(0, x, y) = 10 + esin(2πx) · cos(2πy),

h1u1(0, x, y) = sin(cos(2πx)) · sin(2πy),

h1v1(0, x, y) = cos(2πx) · cos(sin(2πy)),

h2(0, x, y) = 2,

u2(0, x, y) = v2(0, x, y) = 0,

b(x, y) = sin(2πx) + cos(2πy).

The computational domain is [0, 1]2 and the numerical solution was calculated up to
t = 0.05 using CFL=0.6. For cell interface integrals the Simpson rule was used and no
limiters were applied. The bilinear recovery was computed by the central differences for
slopes, cf. [31]. Table 1 confirms the expected second order of accuracy.

4.9 Two dimensional lake at rest experiment

In this test we want to check the ability of the numerical scheme to preserve the lake at
rest equilibrium. Indeed, we want to verify numerically Lemma 3.1 and 3.2. The initial
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Figure 18: Results obtained for test 4.6. The upper to lower row are the results of the
second order algorithm for 200×200, 400×400 and 800×800 cells, respectively.
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Figure 19: Problem 4.6. Cut x = y of ω on meshes 200× 200, 400× 400 and 800× 800.

Figure 20: Bottom topography for the test 4.7.
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Figure 21: Results obtained for test 4.7. The upper to lower row are the results of the
second order algorithm for 200×200, 400×400 and 800×800 cells, respectively.
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Figure 22: Problem 4.6. Cut x = y of ω on meshes 200× 200, 400× 400 and 800× 800.

No. cells h1 EOC h2 EOC

20× 20 2.5155e-02 9.5881e-03

40× 40 5.7887e-03 2.1195 2.5155e-03 1.9304

80× 80 1.2775e-03 2.1800 6.3063e-04 1.9960

160× 160 2.8574e-04 2.1605 1.5581e-04 2.0170

320× 320 6.1849e-05 2.2079 3.8325e-05 2.0234

No. cells u1 EOC u2 EOC

20× 20 7.8012e-02 2.0035e-02

40× 40 1.5628e-02 2.3196 4.3540e-03 2.2022

80× 80 3.3066e-03 2.2407 1.0165e-03 2.0987

160× 160 7.0742e-04 2.2247 2.4500e-04 2.0528

320× 320 1.5367e-04 2.2027 5.5853e-05 2.1331

No. cells v1 EOC v2 EOC

20× 20 1.6859e-01 3.1914e-02

40× 40 3.3968e-02 2.3113 6.4839e-03 2.2992

80× 80 6.9749e-03 2.2839 1.3617e-03 2.2515

160× 160 1.5272e-03 2.1913 3.0344e-04 2.1659

320× 320 3.6685e-04 2.0576 7.2801e-05 2.0594

Table 1: Results obtained for the EOC-test 4.8.
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data is chosen in the following way

h1(0, x, y) =
K2 −K1

r − 1

h2(0, x, y) =
1

1− r (K2 − r ·K1)− b

b(x, y) =

{
0.2, if ‖(x, y)‖∞ < 0.5,

0.1, else,

u1(0, x, y) = u2(0, x, y) = v1(0, x, y) = v2(0, x, y) = 0,

where ‖.‖∞ denotes the maximum norm and r := ρ1

ρ2
= 0.5. The parameters are K1 =

1.0, K2 = 0.7, g = 9.81 and f = 0. Thus we have

h1 + h2 + b = K1, r · h1 + h2 + b = K2.

Experimental tests were done for several grids using 5×5, 10×10, 20×20, . . . , 500×500
mesh cells. Here we have used different CFL numbers from (0, 1]. The results always
yield

‖h1 + h2 + b−K1‖L1 = 0, ‖r · h1 + h2 + b−K2‖L1 = 0.

In order to calculate the L1-norms the double precision arithmetic was applied.
Now, let us perturb h1 by a small disturbance wave, i.e.

h1(0, x, y) =
K2 −K1

r − 1
+

{
10−3, if ‖(x, y)‖∞ < 0.25,

0.0, else.
(32)

The initial perturbation develops waves that propagate out of the computational domain
and the solution converges to a steady state. We have used free flow boundary conditions.
One dimensional cuts are plotted in time 0.1, 0.2, 0.3 in Figure 23 (a)-(f).

4.10 Run-up on canonical island

In the last experiment a solitary wave in each layer running up a canonical island is
simulated. This test is a generalization of the one performed in [9] for one layer flow.
The computation is done on the domain Ω = [0, 25] × [0, 30] with a canonical island
present at the center of Ω

b(x, y) :=


0.625, (x− 12.5)2 + (y − 15)2 ≤ 1.21,
3.6−
√

(x−12.5)2+(y−15)2

4 , (x− 12.5)2 + (y − 15)2 ≤ 12.96,

0, else.

Layer depths are chosen as

h2(0, x, y) = max(0, H2 − b(x, y)),

h1(0, x, y) = max(0, H1 − h2(0, x, y)− b(x, y)),
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Figure 23: Surface ε obtained for test 4.9 with perturbed h1 given by (32).
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where H1 = 0.35 and H2 = 0.15 and the velocities vanish initially. The height of solitary
wave entering the domain at time t = 0 through the left boundary in the i-th layer is
given by

wi(t, 0, y) = αHi

(
1

cosh((t− 3.5)ξi
√
gHi/L)

)2

with L = 15, α = 0.1 and ξi =

√
3α(1+α)L2

4H2
i

. The density ratio is taken as r = 0.7. Figure

24 shows the time evolution of h1 and h2 up to time 30 using CFL= 0.6. Upon hitting
the island the amplitude of both solitary waves increases. As a consequence the island
is flooded and reflecting waves are generated propagating in the opposite direction.

Conclusions

We have derived a new well-balanced Finite Volume Evolution Galerkin scheme for
two-dimensional multilayer shallow water flows including wet/dry fronts. The FVEG
method is a predictor-corrector scheme. A multidimensional evolution operator for the
multilayer shallow water system is derived from the theory of bicharacteristics. The
evolution operator, needed in the predictor step, is constructed in such a way that all
of the infinitely many directions of wave propagation are taken into account, see also
[29], [31], [28] for other applications. Since for the two-layer shallow water equations
the eigenstructure is not readily available we have derived analytical formulae for the
eigenstructure of this non-conservative system. Due to efficiency reasons the Newton-
Raphson iterative method has been used to compute the eigenvalues that are needed
for the evolution operator. However, if a numerical method relying on the eigenvalues
is to be developed for e.g. the GPU the analytical formulation is superior to the it-
erative method. Moreover, the FVEG method is well-balanced. We have proven that
the corresponding approximation of the source terms yields the exactly well-balanced
scheme for the lake at rest equilibrium, cf. Lemmas 3.1 and 3.2. In the case of two-layer
geostrophic equilibrium the source term approximation gives third order well-balanced
finite volume update, cf. Lemma 3.1. Furthermore, we have presented a relatively simple
modification of the finite volume update to obtain a higher order positivity preserving
method, cf. also [6] for a similar approach in the case of one-layer shallow water system.
This is particularly important in the case of costal flow, see Figure 24.
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Figure 24: Results obtained for test 4.10.
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Figure 24: Results obtained for test 4.10 (cont.).
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Figure 24: Results obtained for test 4.10 (cont.).
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