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1. General comments. The zip-file stochmodel aaa.zip opens a directory
stochmodel aaa with the following files:

readme.pdf documentation file

stochmodel aaa.m main script file

aaa real.m

constr lsq.m

solve sing Lure eq.m

auxiliary subroutines

jung data.txt sample data file from
JHS17
[4]

shea data medium.txt sample data file from
BSJSH21
[2]

load jung data.m

load shea data.m
subroutines to access the data files

An additional file Riccati.m is needed, with a Matlab function X = Riccati(B,C,G),
which computes the solution X of the algebraic Riccati matrix equation

BTX +XB −XCX +G = 0 ,

where −C and G are real symmetric and positive semidefinite matrices. An appro-
priate file is available on the MathWorks file exchange server

Riccati12
[5].

The two data files provide the input data used in
Hank23
[3, Section 5]. To execute

the algorithm simply type stochmodel aaa. With the original files this employs the
setting of Example 5.1. Upon successful termination of the algorithm the variables
A and g contain the parameters of the approximating Markov system (2.1) of

Hank23
[3],

and Sigma is the covariance matrix (2.5) of the associated stochastic process, which
is needed for the initial value (7.4) of the system. The arrays yy and phi contain
the values of the autocorrelation function and its approximating Prony series for the
time abscissa given in tt. Further diagnostic information on the performance of the
algorithm can be found in the output file stochmodel aaa.out.

The script uses the same variable identifiers as the paper
Hank23
[3], and most of the

code is well explained by the exposition in
Hank23
[3]. The program is organized in eight

steps. Step 1 is concerned with the input of a data set and initialization of the basic
parameters. Steps 5 and 7 of the code may need additional explanations; those are
provided below.
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2. Step 5: Check positivity of φ̂ (to be sure that the model is passive).
Recall from (4.1) of the paper that

φ̂(ξ) = −2

m∑
j=1

αjλj

λ2
j + ξ2

is an even function of ξ and a rational function of degree m in the variable s = ξ2. If
λr+1 and λr+2 are a pair of complex conjugate exponents, then the weights αr+1 and
αr+2 are also complex conjugates of each other, and the corresponding two terms of
the sum add up to

αr+1λr+1

λ2
r+1 + s

+
αr+2λr+2

λ2
r+2 + s

=
2|λr+1|2 Re (αr+1λr+1) + 2Re (αr+1λr+1) s

|λr+1|4 + 2(Reλ2
r+1)s+ s2

.

The algorithm proceeds by subsequently forming the sum of all m fractions, start-
ing with the real ones, and then turning to each pair of complex conjugate ones. Each
fraction is represented by its denominator and numerator polynomials in s, using Mat-
lab arrays for their coefficients in the usual way. Accordingly, products of polynomials
are computed by convolving the corresponding arrays.

The zeros of the final numerator polynomial determines the roots of φ̂. In view
of the last formula displayed in

Hank23
[3, Section 7], this polynomial in s has a degree of at

most m− k∗ − 1, hence this is the (maximal) number of zeros to be computed. Since
s = ξ2 each of these zeros corresponds to two zeros of φ̂, respectively.

3. Step 7: Variable transformation to replace v, w, and J by e1 and
A. In the script stochmodel aaa.m the construction of the matrix V of Eq. (6.3) in
Hank23
[3] differs from the one by Bai and Freund

BaFr00
[1, Lemma 1], referred to in

Hank23
[3]. Instead

the matrix V is specified as follows.
For v, w ∈ Rm with vTw = σ2 > 0, compare

Hank23
[3, Section 6], let

u =
1

∥w∥
w + e1 .

Then the Householder transformation

P = I − 2

∥u∥2
uuT

satisfies

Pw = −∥w∥ e1 .

Accordingly,

V = P + e1

(
v +

1

∥w∥
w
)T

maps w onto

V w = Pw +
(
vTw + ∥w∥

)
e1 = (vTw)e1 = σ2e1 .

Further, since P is orthogonal,

PT e1 = P−1e1 = − 1

∥w∥
w ,
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and hence,

V T e1 = PT e1 +
(
v +

1

∥w∥
w
)
eT1 e1 = − 1

∥w∥
w +

(
v +

1

∥w∥
w
)

= v .

Finally, the matrix V is nonsingular. For, if V x = 0 then the definition of V implies

Px = γe1 with γ = −
(
v +

1

∥w∥
w
)T

x ,

i.e.,

x = γPT e1 = − γ

∥w∥
w .

It follows that

γ = −
(
v +

1

∥w∥
w
)T

x =
γ

∥w∥

(
v +

1

∥w∥
w
)T

w = γ
(vTw
∥w∥

+ 1
)
,

and since vTw = σ2 > 0, this is only possible for γ = 0; however, γ = 0 implies x = 0,
and hence, the null space of V is trivial.

We thus have established that the matrix V constructed above satisfies the two
identities

V w = σ2e1 and V −T v = e1

required in
Hank23
[3, (6.3)].

4. Licence. Redistribution and use of these files in source or in binary form,
with or without modification, are permitted provided that the following conditions
are met:

• Reference is given to
Hank23
[3].

• If the data jung data.txt (Examples 5.1 or 5.2 in
Hank23
[3]) are used, reference is

given to
JHS17
[4].

• If the data shea data medium.txt (Example 5.3 in
Hank23
[3]) are used, reference is

given to
BSJSH21
[2].

• Redistributions of source code or data must retain this list of conditions and
the following disclaimer.

• Redistributions in binary form must reproduce this list of conditions and the
following disclaimer in the documentation and/or other materials provided
with the distribution.

THIS SOFTWARE IS PROVIDED BY THE AUTHOR AND CONTRIBUTORS
”AS IS” AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT
NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY
AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED. IN NO
EVENT SHALL THE COPYRIGHT OWNER OR CONTRIBUTORS BE LIABLE
FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR
CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PRO-
CUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA,
OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON
ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABIL-
ITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN
ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF
THE POSSIBILITY OF SUCH DAMAGE.
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